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Over the course of 2016, we have been focused on building — both literally and figuratively — our new Flatiron 
Institute. This in-house unit is a generalization of the biology-focused Simons Center for Data Analysis (SCDA),  
which we started three years ago, to a series of centers focused on different areas of computational science. SCDA  
is now called the Center for Computational Biology. To house this effort, we acquired an 11-story building directly 
across the street from our present quarters on 21st Street. It is now undergoing extensive renovation and, when 
completed in June 2018, will house 250 scientific workers. It will also include a new 100-seat auditorium and a  
dining hall with capacity to serve all Simons Foundation personnel. Three of the floors are now occupied, with  
others gradually coming on stream.

The seed of this idea was planted in 2012. In June of that year, we hosted a roundtable of distinguished scientists at  
the Buttermilk Falls Inn in Milton, New York, to discuss the desirability of the foundation funding long-term, goal-
driven collaborative research projects. As part of the discussion, attendees were invited to “propose interesting 
programs poised for progress that we might consider funding over a 10-year period.” Suggestions came from 
various fields, and we have gone on to establish a number of them through our collaborations. But one participant, 
the mathematician Ingrid Daubechies, had a slightly different proposal — to establish a permanent center for 
computational science. Given that I had made the money to start the foundation through sophisticated statistical 
analyses of financial data, I loved the idea, and wanted to start such a center within the walls of the foundation itself  
so I could contribute to its development. 

Our initial effort was focused on biology, and we were fortunate to recruit Leslie Greengard to head the effort. 
Greengard, an outstanding applied mathematician with deep knowledge of biology, came to us from New York 
University’s Courant Institute of Mathematical Sciences. He recruited a marvelous team of computationally inclined 
biologists, and after two years, things were going so well we decided to generalize the program.  

The next area we determined to establish was computational astrophysics, and again we were fortunate to recruit an 
outstanding leader, David Spergel from Princeton University. He came in September 2016 with nine people, and 
many more will be arriving in September 2017. In the seven months that Spergel has been with us, he has created a 
whirlwind of activity, turning what is now called the Center for Computational Astrophysics, or CCA, into the hub of 
computational astrophysics in the Northeast.  

The third area of focus is quantum physics, condensed matter physics with a bent toward materials science, and 
depending heavily on extensive computation. Once again we found a great leader, this time in Antoine Georges of the 
Collège de France, and he will arrive this coming September with seven or eight recruits. Our own Andrew Millis, who 
has headed physics on the grant-making side, will move over to the Center for Computational Quantum Physics as 
Georges’ co-director. 

Each of these centers will grow to roughly 55 people, and there is room in the building for one more, the area of which 
has not yet been determined. Knitting the centers together is the Scientific Computing Core, servicing all of the 
discipline-oriented units and headed by two remarkable people, Nick Carriero and Ian Fisk, formerly of Yale University 
and CERN, respectively. This team is expected to grow to 15 people.  

Somewhere along the line, we realized that this enterprise needed a name, and given that the foundation is located in 
the heart of Manhattan’s Flatiron District, ‘Flatiron Institute’ seemed perfect.

Having learned of its origins, you may read of its activities and accomplishments in the pages that follow.

LETTER FROM THE CHAIR

Jim Simons, Ph.D.
Chair

After delivering an eloquent and passionate speech on the thrill of scientific research and discovery, the Nobel 
Prize-winning physicist Saul Perlmutter took questions from the audience. The participants — administrators and 
researchers from multiple universities — were there to discuss the importance of increasing private philanthropic 
support for basic science research. There was a discussion of the challenges of communicating the importance of 
scientific research to the public, when the frontiers of science have moved so far beyond what most of us learned in 
school. Perlmutter’s responses were uplifting and inspiring: He talked about the value of building relationships with 
everyone and having a sense of partnership in discovery. He spoke about the remarkable discoveries that are possible 
when scientists and funders work together toward a common goal, forming strong long-term relationships. With 
stirring words and dynamic gestures, he conveyed the message that we could be part of something bigger and greater 
than ourselves when we work as a group to push the boundaries of scientific knowledge and understanding. 

What better example of what we can accomplish collectively than the detection of gravitational waves, which was 
announced in February 2016? This remarkable success was made possible through the hard work of more than a 
thousand researchers and the steadfast support of the National Science Foundation. Predicted by Albert Einstein 
in 1915, ripples in the fabric of space-time were observed for the first time as two black holes in a distant part of 
the universe merged, sending gravitational waves to Earth, where they were detected by the Laser Interferometer 
Gravitational-Wave Observatory (LIGO). While the LIGO experiment is paradigmatic of the tremendous possibilities 
to be realized through large-scale scientific collaboration, there are many other examples, large and small, of fruitful 
partnerships of scientists, mathematicians, and public and private donors.

At the Simons Foundation, we also support science through a host of cooperative, collaborative projects. In this  
year’s annual report, you will read about our own new research center, the Flatiron Institute, which brings together 
in one building computational scientists from different fields, in the hope of developing mathematical research tools 
that can be applied to their own field as well as others. You will also read about the Simons Observatory in the Atacama 
Desert in Chile, where research teams representing four institutions are working together to detect information from 
our very early universe by studying the cosmic microwave background. In our SFARI program report, you will learn 
about our efforts to build a dataset for autism research, thanks to the help of thousands of families and individuals — 
and facilitated by the internet and social media. 

Throughout this annual report, you will learn about group efforts in a myriad of forms: research institutes, multi-
institutional efforts, interdisciplinary collaborations, teams, partnerships, conferences, workshops, lectures and 
even social media. We explore the different ways collaborations may be fruitfully organized in our article on Simons 
Collaborations. Even the illustrations we’ve chosen for this report reflect our theme of confluence and convergence. 
Like Saul Perlmutter, we share the view that, together, we can do amazing things. 

As we ponder in awe our new understanding of the world around us, from fundamental particles to the cosmos,  
we can delight in all that we have learned and eagerly anticipate many more new discoveries. 

We hope you enjoy reading about our work.

LETTER FROM THE PRESIDENT

Marilyn Hawrys Simons, Ph.D.
President
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In 2013, the Simons Center for Data Analysis (SCDA) 
was launched at the Simons Foundation with a goal of 
creating new computational tools to analyze the vast 
amounts of data being generated and collected in biology. 
As SCDA thrived, the foundation decided to use the same 
model in other areas of science. SCDA, later re-named 
the Center for Computational Biology, or CCB, would 
eventually come to be the seed project for the much 
larger-scale Flatiron Institute, a new division of the 
Simons Foundation, which began operations in 2016  
and employs 60 scientists — so far.

Unlike the Simons Foundation’s grants programs that 
support researchers at academic institutions, Flatiron 
is an intramural research program, and its working 
scientists are full-time foundation employees. The 
institute is a place for researchers and programmers to 
work closely on computational problems in the basic 
sciences. “The idea was to create a research environment 
where we could take on long-term problems that were 
drawn from science and treat them with mathematical 
rigor,” says Leslie Greengard, founding director of SCDA 
and now director of the CCB at the Flatiron Institute. 

Currently, the Flatiron Institute comprises the CCB 
and the Center for Computational Astrophysics (CCA), 
directed by David Spergel, an astrophysicist at Princeton 
University. In addition to these centers, Flatiron will soon 
have a Center for Computational Quantum Mechanics, 
to be co-directed by Antoine Georges of the Collège de 
France and Andrew Millis of Columbia University  
(also currently associate director for physics at the 
Simons Foundation). 

A fourth research center on a yet-to-be-decided subject 
will complete the institute, filling the last two of its eight 
research floors. The remaining two floors and roof will 
be home to a dining hall, a boardroom and a state-of-the-
art lecture hall that seats 100 people. The institute also 
has a data center in the basement with the capacity to 

power and cool 250 kilowatts of equipment. Architects 
at New York City-based Perkins Eastman filled 162 Fifth 
Avenue with glass-walled conference rooms and offices, 
classrooms, and large, open spaces with comfortable 
couches. Blackboards encourage collaboration and virtual 
aquaria encourage meditative thought.

Research at the Flatiron Institute is supported by the 
Scientific Computing Core (SCC), co-directed by Nick 
Carriero, formerly of Yale University, and Ian Fisk, 
formerly of CERN. The SCC handles the significant 
computing infrastructure needs for the institute, as well 
as some of the computation and data-intensive activities 
of the foundation. The SCC maintains about 4,200 
cores and 4 petabytes of storage (a petabyte is 1 million 
gigabytes) at the institute, with additional cores and 
storage at satellite facilities located on Long Island and in 
San Diego. Plans are under way to add more computing 
cores in the upcoming months. 

“Academia has not found a way to provide a comfortable 
home for the computational sciences in house,” 
Greengard says. The Flatiron Institute answers that 
unmet need for high-quality, well-supported software 
designed for the types of problems that arise in basic 
science research. The traditional ‘publish-or-perish’ 
academic model makes long-term computational projects 
untenable for scientists who are trying to write grants 
and get tenure. Furthermore, after a program is written, 
it needs updating and ongoing support. The standard 
academic model tends to prioritize new productions at 
the expense of the less glamorous but necessary work  
of maintaining and improving existing codes. 
The Flatiron Institute aims to provide a place where 
scientists and programmers are free to prioritize that 
computational work. All this is with an eye to advancing 
science everywhere, and the codes being written will  
be made available to the broader community as open- 
source software. 

FLATIRON
INSTITUTE
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Flatiron is expected to employ 
250 scientists and programmers 
by the time all four centers are 
established and staffed. Although 
the Flatiron scientists’ work tends 
to be contained within the confines 
of 162 Fifth Avenue, the scientists 
have also, by design, been absorbed 
into foundation life across the street, 
attending lunch, lectures and staff 
meetings alongside their Simons 
Foundation colleagues.

Each Flatiron center supports 
various smaller research groups. 
The CCB tackles questions in 
biophysics, genomics, neuroscience, 
systems biology, signal processing 
and structural biology. Researchers 
from the CCB’s genomics group, 
for example, have used machine 
learning to understand and predict 
noncoding variants in DNA, and 
their biophysics group looks at 
modeling fluid-structure interactions 
at a sub-cellular level. Another 
avenue of research for the CCB 
is image and signal processing, 
especially in microscopy, where the 
raw data tends to be quite noisy 
and automatic analysis is difficult 
and error-prone. “Converting 
experimental data into the kind of 
information biologists can usefully 
interpret is a complex problem, and 
it drives a significant part of our 
algorithmic work,” says Greengard.

The CCA currently has two research 
groups. The statistical astronomy 
group, which Spergel co-leads with 
David Hogg of New York University, 
is developing new methods to extract 
information from large, complex and 
noisy datasets. The group applies 
these methods to astrophysical 
datasets ranging from exoplanets 
to stars in our own galaxy to 
cosmological measurements. 

The other group focuses on galaxy 
formation and is co-led by Rachel 
Somerville, who holds a joint 
position at Rutgers University and 
Flatiron, and Greg Bryan, who 
holds a joint position at Columbia 
University and Flatiron. This 
group’s focus is on developing 

sophisticated numerical simulations 
of the formation of galaxies and 
supermassive black holes. One of 
the challenges of modeling galaxy 
formation is that galaxy formation 
is the result of processes acting 
over a vast range of scales: from 
individual stars and black holes to 
cosmological scales of billions of 
light-years. The group plans to adopt 
a novel approach to this problem by 
carrying out numerical experiments 
to study the ‘small-scale’ processes 
(such as how dense gas is converted 
into stars within galaxies, or how 
energy emitted by accreting black 
holes affects their host galaxies) 
and implementing the insights they 
gain into larger-scale simulations. 

“This project is too big for any one 
researcher to be able to tackle.  
The breadth of expertise that we 
gather at the CCA enables us to 
realistically take on a project like 
this,” says Somerville.

The galaxy formation group will  
also serve the research community 
by creating a publicly available 
database of the simulation outputs 
and mock observations created from 
them. “There’s always more you can 
do with any simulation,” Somerville 
says. Making this database freely 
available will allow others to benefit 
from the work done at Flatiron.

The SCC, in addition to providing 
all-important computing capacity, 
helps researchers’ codes run faster 
and better by adapting them to 
make efficient use of the institute’s 
computational resources. Flatiron 
scientists typically prototype 
programs on their own desktop or 
laptop computers, but the techniques 
that work on small computers often 
need to be modified in order to 
run well on a high-performance 
computing cluster. When scientists 
are ready to move from their laptops 
to an SCC cluster, “that transition 
often requires some collaborative 
effort,” Carriero says. “We want to 
make sure the computing is not 
what’s limiting their progress.”
The Flatiron Institute is forming 
close relationships with universities 

and other research institutes. 
“We want to make sure that the 
computational biology we do is tied 
to concrete problems,” Greengard 
says. As a result, Flatiron researchers 
typically have outside collaborators 
whose experiments influence 
the modeling and data analysis 
questions taken on in the CCB. 

“Our ongoing collaborations have 
generated a lot of enthusiasm on 
both sides.”

In the long run, researchers hope 
that the institute will support cross-
disciplinary work as well. Although 
it is not always obvious, many of the 
same computational tasks come  
up in different scientific areas,  
from biology to astrophysics. “We  
do fluid dynamics, biologists do 
fluid dynamics,” Spergel says. “Their 
equations are applied on the scale  
of cells, ours are applied on the scale 
of galaxies. Still, we use the same 
fundamental equations.” By making 
it easy for researchers from the 
different centers to work together, 
Flatiron will make it possible for 
researchers in the different areas 
to learn from one another. “We are 
already becoming a place where 
people come to learn new algorithms 
and approaches. Because of the way 
we span fields, we have the potential 
to be a unique place in transferring 
information, approaches and 
techniques between areas,”  
Spergel says.

In the hallways of the institute, the 
scientists and other staff have all 
the spirit and momentum you'd 
expect at an ambitious, one-of-a-kind 
startup. “The mix of people here is 
different from the mix anywhere 
else I know,” Spergel says. “At 
most universities and industry labs, 
computational biologists don’t run 
into computational physicists at 
lunch. Here, we do.”



“The idea was to create a research 
environment where we could take 
on long-term problems that were 
drawn from science and treat 
them with mathematical rigor.”  

- Leslie Greengard
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The DNA inside a cell’s chromosomes contains a 
blueprint for assembling and regulating all the cell’s 
proteins, but that blueprint is not simply lying open, 
waiting to be read. Instead, tiny ‘machines’ within the 
cell are constantly thumbing through the pages, moving 
the fibers of DNA to bring certain regions together 
into useful combinations. And when a cell divides, the 
chromosomes get moved about even more: A spindle 
structure pushes and pulls them into formation and 
escorts them into the newly born cells. 

“All of this movement factors into how cells work 
and how they divide,” says Michael Shelley, leader 
of the biophysical modeling group at the Center for 
Computational Biology in the Flatiron Institute, a  
division of the Simons Foundation. “It’s not just a  
matter of molecules and chemical reactions —  
there’s physics in there, and fluid dynamics too.”

Shelley and his collaborators are developing 
mathematical models to describe how spindles  
form and chromosomes move. Their work is part of 
an emerging field called ‘active matter’ that studies, as 
Shelley puts it, “how biological systems put themselves 
together.” Unifying soft condensed matter physics with 

the life sciences, active-matter problems “go right to  
the heart of fundamental aspects of biology,” says  
Shelley, who is also an applied mathematician at  
New York University.

Active matter focuses on systems — spindles in a cell, 
swarms of bacteria, schools of fish or flocks of birds — 
made up of many individual components that collectively 
generate motion or mechanical stresses. Finding the 
equations governing these collective behaviors could 
bring researchers closer to a quantitative theory of  
some of life’s central phenomena.

Doing so will require a deep understanding of the 
role fluids play in such systems, Shelley says. “The  
fluid is what lets individuals in a system ‘talk’ to each 
other remotely,” he says. “Individuals may run into or 
push each other, but the fluid they move can organize 
them collectively.”

Fluid flow is a driving force in both microscopic systems, 
such as cellular spindles, and macroscopic systems, 
such as schools of fish. Yet fluid dynamics also poses a 
special challenge when it comes to establishing a unified 
theory of such systems. In microscopic systems, the 

CENTER FOR 
COMPUTATIONAL 

BIOLOGY: 
BIOPHYSICAL 

MODELING

fluid communicates the motion of 
one component across the system 
almost instantly. If the individual 
component stops moving, the 
fluid also stops moving and 
communication ceases. But in 
the water and air through which 
schools of fish and flocks of birds 
move, information can live on, like 
the vortex trails left by an airplane, 
even if the components stop moving. 
Reconciling the immediate loss of 
information in some systems with 
its lingering effects in others will be 
a challenge, Shelley says. 

For now, Shelley’s group is focusing 
on developing computer models 
and simulations of the interactions 
between a cell’s fluid cytoplasm, its 
spindles and other cellular structures. 

“In this cellular-mechanics world, 
we’re doing a level of computational 
fluid dynamics that no one else does,” 
Shelley says. He hopes his team’s 
numerical and computational tools 
will allow researchers to work on 
other problems in active matter. 

“It’s going to be exciting figuring 
out how we can interface with the 
other groups in the center,” Shelley 
says. “It’s going to push all of us into 
thinking about problems we might 
not ever consider otherwise.”

A computer simulation of a network of microtubules that has contracted 
due to the pulling action of dynein motor proteins traveling along them. 
The collapsing network generates material stresses thought to be 
important to the shape of many mitotic spindles. This simulation is by 
Flatiron research fellow Wen Yan and staff scientist Sebastian Fürthauer 
of the CCB’s biophysical modeling group.
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On a dark night in the Southern Hemisphere, the Milky Way arcs across the blue-black sky. Off to one side are two 
hazy splotches of stars, the Small and Large Magellanic Clouds, two of the Milky Way’s nearest neighboring galaxies. 
When we gaze at these galaxies, it can be hard to imagine the intimate interactions they have had with each other, and 
with our own galaxy. But with data from the European Space Agency’s Gaia spacecraft, the Magellanic Clouds’ history 
with the Milky Way and the orbits of stars within our galaxy are becoming a bit clearer.

Launched into space in 2013, the Gaia probe was designed to measure the location and motion of stars within the 
Milky Way. By 2018, it will have collected data on about 1 billion stars, roughly 1 percent of stars in the galaxy. “This 
data will transform what we know about the physics of stars and the formation and evolution of the galaxy,” says David 
Hogg, an astronomer at New York University and a consultant at the Flatiron Institute. 

In September, Gaia mission scientists released data from the spacecraft to the astronomy community. Eager to dig into 
it, Hogg and others at Flatiron’s Center for Computational Astrophysics (CCA) held the first Gaia Sprint in October. 
This was the CCA’s first large meeting, but many more are expected to follow. 

During the weeklong workshop, attendees gave rapid-fire talks on what types of questions they would use the Gaia  
data to answer, and then ‘hacked’ the data, looking for new insights into the structure and evolution of the galaxy  
and its stars. 

Jo Bovy, a CCA consultant and an astrophysicist at the University of Toronto, used the data to make the most precise 
calculations to date of the Oort constants. Named for their discoverer, astronomer Jan Oort, the constants were first 
measured in 1927. They describe how stars orbit the center of the galaxy. Bovy’s calculations showed that stars near  
the sun orbit the galactic center with a speed of 220 kilometers per second. His analysis also confirmed that these 
orbits aren’t simple circles. “They’re so much more complex, probably as a result of the Milky Way’s spiral structure,” 
Bovy says.

CENTER FOR 
COMPUTATIONAL 

ASTROPHYSICS:  
GAIA SPRINT
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Cambridge astrophysicist Vasily 
Belokurov used the Gaia data to 
identify a specific type of variable 
star in the Milky Way and in the 
neighboring Magellanic Clouds. 
His analysis showed that some of 
those variable stars actually aren’t 
in either Magellanic Cloud, but 
rather are flowing between them. 
Also, a stream of hot young stars 
flows from the Small Magellanic 
Cloud to the Large Magellanic 
Cloud, as if they were torn from the 
small cloud and pulled toward the 
larger one, something astronomers 
haven’t observed before. According 
to Belokurov’s analysis, the variable 
stars sit a little bit closer to the Milky 
Way than the hot young stars. “This 

suggests that the Milky Way has 
been bullying the clouds, pushing 
their gases around,” Belokurov  
says. If confirmed, the discovery 
could help astronomers describe  
the hot, gassy halo that envelops  
the Milky Way.

Since October, more than a dozen 
papers that began with the Gaia 
Sprint have been posted online. The 
CCA plans to hold more meetings 
and conferences in the future to 
establish itself as a new global nexus 
for computational astronomy. Bovy 
and Belokurov say that had they not 
attended the Gaia Sprint, they might 
not have been able to perform these 
analyses. Their success and others’, 

Hogg says, got him thinking about 
the role the CCA might play in the 
scientific community. “We want CCA 
to be a place of doers,” he says. “The 
first Gaia Sprint shows that we are.”

An artist’s rendering of the Gaia 
spacecraft. Launched in 2013, Gaia 
is sending back to Earth extremely 
precise measurements of more 
than 1 billion stars in the Milky 
Way, enabling myriad new inquiries 
into the physics and evolution of 
the galaxy. Copyright European 
Space Agency.
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It was the collaboration that begat more collaborations: 
Nearly two dozen eminent scientists gathered together at 
the Buttermilk Falls Inn in Milton, New York, in 2012 for 
two days of intensive discussion. The Simons Foundation 
had invited the researchers — all groundbreakers in 
disciplines such as physics, biology, mathematics and 
computer science — to swap ideas about how to take 
the foundation’s support for path-finding basic science 
research to the next level. They were charged with 
identifying ambitious, cross-disciplinary projects that 
might unfurl over the course of decades, rather than 
months or years. “I thought large-scale, goal-driven 
collaboration in such projects might be a useful way to 
advance certain areas of science,” Jim Simons recalls. 

“We were getting advice from some really thoughtful 
people — that’s the power to convene.”

Because of this “power to convene,” the discussions 
at Buttermilk Falls served as the genesis of a host of 
ambitious programs called Simons Collaborations — 10 
to date — in mathematics, physical sciences, life sciences 
and brain research. The first collaborations to launch 
are now coming into their own and serve to shed light 
on the unique ways that scientists and discovery-driven 
investigators collaborate.

One of the first initiatives to emerge from the convention 
in Buttermilk Falls was the Simons Collaboration on the 
Global Brain (SCGB). The term ‘global brain’ refers to the 
neuronal processes that cascade across different regions 
of the brain in coordinated patterns to produce not just 
externally observable processes such as sensory reception 
and physical action, but also “decisions, perceptions, 
memories — things that don’t depend on necessary 
external stimuli,” says Gerald Fischbach, the foundation’s 
distinguished scientist. “The goal is to understand the 
coding and dynamics of neurons during such internal 
mental states. What happens when you’re just thinking?”

This investigation into cognition’s ‘black box’ is made 
possible by new technologies that allow researchers 
to observe brain behavior at the so-called ‘mesoscopic 

scale’ — effectively measuring the activity of hundreds 
or thousands of individual neurons simultaneously. 
But beneath SCGB’s advanced methods lies a brand of 
collaboration that is equally revolutionary. Each SCGB 
grant is awarded jointly to a pair of investigators: one 
theorist and one experimentalist. “In the rest of the 
world, the experimentalists stick to their experiment 
and don’t think much about the mathematics involved,” 
Fischbach says. “But that’s not the case here.” Building 
in this unusual collaboration at the foundational level 
is essential to SCGB’s success. “If you want to record 
certain neural systems at this scale, you’ve got to describe 
how you’re going to analyze the data beyond simple 
number crunching,” Fischbach says. “You have to have 
your theory of what’s going on.”

Theory also takes center stage in the seven collaborations 
hosted by the Mathematics & Physical Sciences division. 
Unlike experimental physicists, who can coalesce by 
the hundreds around a single, immensely expensive 
instrument (think CERN’s Large Hadron Collider), 
theoreticians “can do most of their day-to-day work 
without direct help from other people,” says Andrew 
Millis, the foundation’s associate director for physics. But 
in new and colorfully named Simons Collaborations such 
as “The Non-Perturbative Bootstrap,” “Special Holonomy 
in Geometry, Analysis and Physics” and “Cracking the 
Glass Problem,” theoreticians now cultivate fruitful 
connections with one another by sharing their work and 
their ideas at regular collaboration meetings.

“We could just take the same amount of money and 
simply give it as direct grants to each of the individuals, 
and not require them to talk to each other on a regular 
basis,” says Millis. “But what we’re doing in these 
domains is an experiment: a different mode of working 
that we hope will produce new and better science. 
Although these collaborations have not been running for 
long, the indications look good: We have lots of examples 
of creative work done jointly by people who would not 
otherwise be working together.”

SIMONS 
COLLABORATIONS
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Meanwhile, in the Life Sciences 
division, experimentalists cross 
disciplines freely in the Simons 
Collaboration on the Origins of 
Life (SCOL), which synthesizes 
multiple scientific specialties in an 
attempt to solve one of Earth’s most 
stubborn mysteries. “We create 
interactions among people who 
wouldn’t normally even talk to each 
other — who might have trouble 
even understanding the science 
that’s being done in each other’s 
lab,” says Marian Carlson, geneticist 
and director of life sciences at the 
foundation. “Chemists who are 
trying to understand chemical 
reactions that could have occurred 
on early Earth talk to astronomers 
who think about what molecules 
might have been brought here  

from space. It’s just a whole  
different level of broadening one’s 
scientific perspective.”

Yet even in 2017, sometimes a dose 
of 19th-century-style expeditionary 
fieldwork is necessary to move the 
needle on other questions in the life 
sciences. That’s what the Simons 
Collaboration on Ocean Processes 
and Ecology (SCOPE) provides, in 
the form of repeated research cruises 
to Station ALOHA, a 4-kilometer-
deep water column in the Pacific 
Ocean, north of Hawai’i. SCOPE 
aims to comprehensively model 
ocean microbiology at multiple 
scales of time and space. And 
although computer simulation and 
remote sensing from satellites and 
seaborne drones play an important 

role in taking measurements,  
“you still have to actually go out there 
and look,” Carlson says. “And these 
are incredibly hard conditions, doing 
experiments on a moving ship. You 
have to bolt your microscope to the 
lab bench. These people are amazing 
adventurers in addition to being 
good scientists.”

But for all of their varied formats, all 
of these ambitious forms of scientific 
collaboration function in essentially 
the same way: by getting advice from 
fellow discoverers. “We’re good at 
getting experts to convene,” Simons 
says. “I doubt that we’ll know all 
the answers to these questions in 
10 years — but we’ll probably have 
advanced the subjects a fair amount 
in the process.”

Scientists in the Simons 
Collaboration on the Global Brain 
are shown interconnected by lines 
that represent papers or projects 
they have worked on together.
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As Yunji Wu Davenport was finishing up her Ph.D. at the California Institute of Technology in 2015, she decided it was 
time to face up to several years’ worth of soul searching. Davenport had been studying HIV antibodies and antigens 

— a topic she enjoyed, but one she couldn’t see herself pursuing long term. She had recently taken an intensive two-
month course on microbial diversity at the Marine Biological Laboratory in Woods Hole, Massachusetts — a program 
supported by the Simons Foundation to encourage more people to move into that field of research — and the subject 
had captured her imagination. Davenport wanted to change her research focus, but the prospect was intimidating.  

“I would be entirely outside my comfort zone, and would have to learn everything from scratch,” she says.

Davenport decided to apply for a postdoctoral fellowship offered by the Jane Coffin Childs Memorial Fund for Medical 
Research. Daringly, she “simply wrote down the project and ideas that most excited me, without much regard for what 
would be fundable or popular,” she says. “I decided that trying to do the research I really wanted to do was worth the 
risk of failure.” Davenport’s passion for her subject came across: She was awarded a three-year fellowship sponsored by 
the Simons Foundation and is now at Harvard University, where she is studying the discovery and characterization of 
microbial small molecules.

Davenport’s three-year fellowship is one of several types of awards the Simons Foundation offers to support scientists 
in the early stages of their careers, from their first postdoctoral position through, in some cases, the first eight years 
of a tenure-track faculty appointment. These years — in which a scientist must define a research program and then 
gradually take on the responsibilities of a faculty member — are among the most vulnerable in a scientist’s career, but 
they can also be among the most exciting.

“Young people often have the most innovative ideas,” says Marian Carlson, the Simons Foundation’s director of life 
sciences, noting also that early-career grants require less money to leverage much greater future payoff. 

While some of these programs are solo efforts by the foundation — for example, the SFARI Bridge to Independence 
Award and the Simons Investigators in the Mathematical Modeling of Living Systems fellowships — some are in 
collaboration with other philanthropies, including the Howard Hughes Medical Institute (HHMI), the Bill & Melinda 
Gates Foundation, the Life Sciences Research Foundation and the Esther A. & Joseph Klingenstein Fund. Combining 
resources allows these organizations’ awards programs to reach even more outstanding researchers, Carlson says.

Through its early-career awards, as with its other programs, the foundation tries to fill gaps in federal funding — by 
supporting international scholars, research projects that are too risky to secure government support, and important 
but underfunded areas of science, for example. The Simons Early Career Investigator in Marine Microbial Ecology 
and Evolution Awards cover a scientific field that, despite its importance for understanding the environment, receives 
little funding from the federal government or other philanthropies, and so is particularly difficult for early-career 
researchers to break into.

“Early-career scientists represent the future of science in this country and the world,” Carlson says. “If we don’t enable 
them to launch their careers successfully, we’ll just miss out on a generation of scientists.”

FUNDING EARLY- 
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Bridging the Gulf

The primary goal of many of these 
awards is to give early-career 
scientists the time and space to do 
whatever it is they do best. So, unlike 
research grants that make specific 
demands of grantees, many Simons 
programs impose few restrictions. 
For instance, Faculty Scholars — 
who are funded by a program 
launched in 2016 by the Simons 
Foundation along with HHMI and 
the Bill & Melinda Gates Foundation 

— are simply required to spend at 
least half of their professional time 
doing research.

The Faculty Scholars program “will 
provide these scientists with much-
needed flexible resources, so they 
can follow their best research ideas,” 
says David Clapham, HHMI’s vice 
president and chief scientific officer.

Other awards focus on helping 
early-career scientists navigate the 
perilous waters between a mentored 
postdoctoral position and a tenure-
track faculty appointment. “It takes 
a lot of effort to launch your own 
program: to learn to take on students 
and train postdocs and begin to 
teach,” Carlson says. Early-career 
scientists are less proficient than 
established scientists at competing 
for large research awards, she 
says, and they must often write 
many applications to receive a 
grant. “That’s a lot of time for a 
young investigator struggling to get 
everything going.”

In autism research, where the 
number of tenure-track positions has 
been decreasing even as interest in 
the field grows, the SFARI Bridge 
to Independence (BTI) Award is 
designed to help senior postdoctoral 
fellows advance to faculty positions. 

“SFARI is known for bringing 
new blood into the autism field 
by funding outstanding senior 
investigators from other disciplines,” 
says Alice Luo Clayton, SFARI senior 
scientist. “And the BTI award was 
developed to help sustain the next 
generation of these scientists in the 

autism field, by providing support at 
a critical juncture in their career.”

Understanding the competitive 
faculty-hiring landscape, SFARI 
added a unique feature to its award 
program: Awardees who are hired 
as faculty are promised generous 
support over the first three years of 
their appointment, sweetening the 
deal considerably for an institution 
considering a hire. Holly Stessman 
credits the award with helping her 
to win an assistant professorship 
at Creighton University in Omaha, 
Nebraska, where she is now studying 
genetic drivers that are common to 
two completely different diseases: 
autism and cancer. “The Bridge to 
Independence Award made me a 
more competitive candidate when  
I was interviewing for positions,”  
she says.

The award allowed her to 
immediately set up her lab, where 
she soon enlisted two technicians 

and an undergraduate student. This 
support will enable her, she says, “to 
pursue more complex experiments 
during the first few years of my 
career, instead of having to wait for 
my first award to land after starting 
my new position.”

As for Davenport, who summoned 
up the courage to switch research 
paths after her Ph.D., receiving 
the Jane Coffin Childs fellowship 
provided one other key benefit: 
validation of her leap into the 
unknown. “Moving into a new 
field lends itself to a lot of second-
guessing,” she says. “Receiving 
the JCC fellowship has allowed me 
to put more trust in my instincts, 
and it has given me the confidence 
to continue taking risks as an 
increasingly independent scientist.”

Bridge to Independence Award finalists Tomasz 
Nowakowski (second from left) and Rui Peixoto 
(second from right) at the April 2016 SFARI Science 
meeting. SFARI customarily invites finalists to its 
semi-annual gatherings of SFARI Investigators.
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When Keith Hawkins finishes his three-year stint as a 
junior fellow in the Simons Society of Fellows, he wants 
to walk into the Hayden Planetarium at the American 
Museum of Natural History in New York City and project 
onto the dome a picture of the Milky Way that no one has 
seen before: one in which each point of starlight would 
be color-coded by its chemistry. 

“Imagine color-coding the stars by the amount of 
magnesium present in their atmospheres. If there are 
globs of stars with tons of magnesium, they will just 
pop out immediately. That’s what we call chemical 
cartography,” says Hawkins, a postdoctoral researcher 
in astronomy at Columbia University. “My entire 
research program here as a Simons fellow is designed 
around being able to do galactic chemical cartography for 
the first time.”

Previously, data to do this type of mapping has 
been limited to a few thousand stars. However, the 
European Space Agency’s Gaia spacecraft is starting to 
provide spectroscopic data on many, many more stars, 
Hawkins says. He adds that the Simons fellowship 
gives him the freedom in his research to pursue such 
an ambitious project as making a large-scale chemical 
map of the Milky Way. It also has forced him to think 
about communicating his work to other scientists and 
potentially even the general public, which is why he  
is considering the Hayden Planetarium as a place to 
share his work.

Gerald D. Fischbach, the foundation’s first Simons 
Society of Fellows senior fellow, says the program was 
founded in 2014 to foster young scientists’ ability to 
pursue innovative research ideas. “This is a time that 

is very critical for a young investigator,” he says. “The 
fellowship gives these scientists three uninterrupted 
years to pursue their ideas without having to worry  
about funding or a job search at the same time.” The 
fellowship is also designed to encourage intellectual 
interactions across disciplines and across research 
centers in New York City.

“One benefit of this fellowship program is that the junior 
and senior fellows are in the city, so you can envision 
New York, with its outstanding academic institutions, as 
a campus of its own,” says senior fellow Carol Mason, 
professor of pathology and cell biology, neuroscience 
and ophthalmic science at Columbia University. “With 
this ‘city campus,’ the fellowship program brings together 
beginning and more seasoned individuals from different 
areas of science: physics and mathematics, neuroscience 
and life science, and astronomy. ‘Never the three shall 
meet,’ usually,” Mason says.

Bringing together this diverse group of young and 
veteran scientists inspires everyone to work on 
communicating their research to others. “You’re forced 
to interact with people who don’t know the technicalities 
of your science. This shapes how you speak about your 
work and encourages you to be able to talk about your 
science with other scientists, and also maybe frame your 
work in a way that those who aren’t formally trained in 
science can understand,” Hawkins says. “Something I 
am interested in is improving science literacy in the U.S., 
and this fellowship helps you to think about your work in 
a way that makes it more accessible.”

To continue to improve their ability to speak to each 
other about their work, the junior fellows established a 
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symposium series, in which five or 
six of the young scientists and one 
of the senior fellows give 10-minute 
talks on their research and take 
questions. During these talks, the 
fellows can discuss their research 
in a relaxed setting but go deeper 
into their work than they do at their 
weekly dinners. “While we get a 
reasonably good idea about what 
people are researching from our 
conversations at the weekly dinners, 
I have personally found the short 
talks to be a great way to gain a more 
in-depth understanding,” says junior 
fellow Benjamin Harrop-Griffiths, a 
postdoctoral researcher at New York 
University’s Courant Institute of 
Mathematical Sciences.

The junior fellows are chosen for 
articulating their research in an 
accessible manner, and for pushing 
the envelope of knowledge in 
their respective fields. “The senior 
scientists who recommend these 
young researchers call the junior 
fellows pioneering, and it’s true,” 
Mason says. “They propose, and 
execute, innovative research that 
has the potential to change their 
respective fields.” Such ability 
to pursue cutting-edge research 
projects comes from the structure 
of the fellowship, she explains. 
It is a three-year program, and 
exceptionally selective, with only 
about 10 fellows chosen each 

year. With fellowships given by 
the National Institutes of Health, 
it’s harder to obtain funding for a 
proposal that is high-risk, especially 
as the pool of money shrinks. “Here, 
young researchers can do this,” 
Mason says.

The opportunity to take such risks 
is essential for making themselves 
competitive on the job market, 
says junior fellow Boris Leistedt, a 
postdoctoral researcher in cosmology 
at New York University. “In 
astronomy, these days the job market 
is very difficult. If you want to build 
a reputation and a career, you have 
to take risks and solve difficult 
problems with ambitious projects. 
That can be hard to do when you 
are applying for fellowships and 
jobs every year,” he says. “What’s 
nice about this fellowship is that it 
is for three years and you have the 
independence to do your own project, 
not necessarily take on a supervisor’s 
idea. When you look at the track 
record of who discovered what and 
what academic positions they were 
in at the time, you see they made 
major advances because they took 
risks and they tried something crazy, 
maybe something too crazy to put on 
a job application.”

Leistedt and Hawkins also say 
that they enjoy meeting the senior 
fellows because they offer insight 

into what hiring committees are 
searching for in new tenure-track 
recruits. “We can ask, ‘If you were 
hiring now, what would you be 
looking for now?’” Hawkins says. 

“We also get insight into what these 
different fields were like in the 1970s 
and 1980s. Being able to interact 
with the senior fellows is unique. 
You get very different ideas about 
the different fields because each is 
distinct in its history and culture.”

Hawkins says he also appreciates 
the community aspect of the 
fellowship. “You wouldn’t have this 
kind of community in a prestigious 
astronomy fellowship. It would be 
significantly more about the science 
and highly technical, so it’s nice to 
hear about what the other fellows are 
doing and learn about the physics 
of bird feathers or biogenetics,” he 
says. “Many are doing work that may 
have a more direct impact on the 
world than astronomy. It’s nice to be 
reminded of that and also be able to 
share with others the excitement of 
astronomy and its ability to advance 
human knowledge.” 

A total of 27 fellows 
attended the four-day 
Simons Society of Fellows 
retreat in Bal Harbour, 
Florida, in April 2016.
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For more than 50 years, scientists have probed the cosmic 
microwave background — the afterglow of the Big Bang 

— for hints about what the universe looked like in its 
infancy. The existence of this cosmic radiation, which 
comes at us from all directions, is what first convinced 
cosmologists that the Big Bang theory was correct, and it 
has since allowed them to capture what has been called a 

‘baby picture’ of the universe.

Yet in this snapshot, the ‘baby’ is already about 380,000 
years old, because before that time the universe was a  
hot, opaque plasma that did not allow any photons to 
escape. A lot happened in the universe in those first 
380,000 years, and cosmologists would like to know 
precisely what.

No light reaches us from before that time, but a theory 
called ‘cosmic inflation’ suggests that events from the 
earliest moments of the universe have left a distinctive 
signature on the cosmic microwave background. And 
now, two teams of cosmologists are joining forces to 

try to read this signature, by means of the Simons 
Observatory, a new astronomy facility under way in 
Chile’s Atacama Desert. The initiative will merge and 
expand two previous projects, known as POLARBEAR 
and the Atacama Cosmology Telescope (ACT) project, 
with the aim of bringing cosmic microwave background 
experiments to the next level. 

“With this collaboration, we are proposing to do 
something grand,” says Suzanne Staggs of Princeton 
University, who has led the ACT project along with 
Mark Devlin of the University of Pennsylvania, Lyman 
Page of Princeton University, and David Spergel of the 
Simons Foundation’s Flatiron Institute and of Princeton 
University. “We are taking the search for signals of 
cosmic inflation to an entirely new scale.”

The theory of cosmic inflation proposes that 
approximately a trillionth of a trillionth of a trillionth 
of a second after the Big Bang, the universe underwent 
an exponentially fast expansion. If that did indeed 
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occur, tiny gravitational waves that 
arose out of quantum fluctuations 
in the early universe should have 
gotten stretched into waves with 
macroscopic wavelengths. These 
primordial gravitational waves 
would in turn have stretched and 
condensed space, creating swirling 
patterns in the cosmic microwave 
background known as B-modes — 
patterns big enough to potentially  
be detected, by an instrument 
sensitive enough to pick up their 
extremely faint signals.

The Simons Observatory aims to 
create just such an instrument. The 
initiative is funded by the Simons 
Foundation and the Heising-Simons 
Foundation, with a five-year grant 
to the University of California, 
San Diego; the University of 
Pennsylvania; the University of 
California, Berkeley; Princeton 
University; and the Lawrence 
Berkeley National Laboratory. It aims 
to construct several new telescopes 
that will be equipped with as many 
as 50,000 light-collecting detectors, 
about 10 times as many as any other 
project operating today.  

The effort will help set the stage for 
an even larger research initiative, 
still in its conceptual stage, that 
may be sponsored by the U.S. 
Department of Energy and the 
National Science Foundation.  
That project could eventually have 

as many as 500,000 detectors 
operating on multiple telescopes at 
ground-based observatories around 
the world.

Detecting B-modes would provide 
strong support for the theory of 
cosmic inflation. Their detection 

“might even be the first, and only, 
experimental evidence for quantum 
gravity — a sort of holy grail for 
physicists,” says Brian Keating, a 
cosmologist at the University of 
California, San Diego, and director 
of the Simons Observatory. Keating 
has also led the POLARBEAR project, 
together with Adrian Lee of the 
University of California, Berkeley. 
Alternatively, if B-modes are not 
observed, the Simons Observatory 
would put a stringent limit on the 
amplitude of primordial gravitational 
waves, perhaps weakening the 
case for cosmic inflation. The goal 
of the project is to collect the best 
data possible to support or overturn 
the current conception of cosmic 
inflation, Spergel says. Either way, he 
says, the data could lead to a much 
deeper understanding of the earliest 
moments of the universe.

Data from the Simons Observatory 
may also help resolve many other 
open problems in cosmology. 
For instance, they could help 
cosmologists determine the masses 
of ghostly elementary particles called 
neutrinos, and provide new insights 

into the formation of structure in 
the universe and the nature of dark 
matter and energy. “What excites me 
personally about this work is what 
we will discover beyond primordial 
gravitational waves,” Staggs says. 

The POLARBEAR and ACT teams 
are currently working together 
to design a set of state-of-the-art 
telescopes and detectors. The two 
teams have previously used different 
detector technologies and data 
analysis techniques, Staggs says, 
and they are now sharing wisdom. 

“There’s a coming together of fairly 
big personalities, which are really 
melding well,” she says.

The collaboration is changing 
the culture of cosmic microwave 
background research in other ways, 
too. “We’re involving a ton of young 
people,” Staggs says. “Graduate 
students, post-docs and young 
faculty are taking on significant 
roles in this project, which is great, 
especially for the newly minted or 
not-yet-tenured researchers. They 
now have an opportunity to show 
how good they are at leading.”

The first of three Simons Array 
telescopes, in operation since 
2012. In 2018, it will be equipped 
with advanced ‘sinuous’ antenna-
coupled bolometer arrays to 
measure the cosmic microwave 
background’s large-scale 
B-mode polarization, constrain 
the properties of ghostly cosmic 
neutrinos and remove foreground 
contamination from images.

The Simons Array will integrate more than 22,000 detectors operating in four frequency bands at one of the 
world’s premier cosmological observing locations: the Atacama Desert of northern Chile, which lies at 5,200 
meters elevation.
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Simons Investigator Alexei Kitaev’s work has decisively 
influenced many areas of quantum and condensed-
matter physics. Kitaev is Ronald and Maxine Linde 
Professor of Theoretical Physics and Mathematics at  
the California Institute of Technology and has been 
a Simons Investigator since 2015. He was awarded a 
MacArthur ‘genius’ fellowship in 2008, a Fundamental 
Physics Prize in 2012, the Dirac Medal in 2015 and the 
2017 Oliver E. Buckley Condensed Matter Prize, which 
he shares with Massachusetts Institute of Technology 
physicist Xiao-Gang Wen. 

Kitaev’s most widely known work — for which he  
was awarded the Buckley Prize — is credited with kick-
starting the field of topological quantum computation. 
A topological property is a global feature of a surface or 
space that is not changed by smooth deformations. For 
example, if you have a sheet of dough with holes in it, the 
number of holes does not change if you bend or twist the 
dough without tearing or breaking it. 

It has been known for decades that topological  
properties are important in physics; last November’s 
Nobel Prize was awarded for work along these lines. 
Kitaev’s contribution was to extend those properties to 
quantum systems: specifically, he found that topological 
invariants of quantum mechanical wave functions  
can be used to encode information (‘qubits’) in a 
quantum computer, and that the topological nature  
of the properties means that the qubits cannot be 

disrupted by environmental changes. Kitaev introduced 
theoretical models with topologically protected degrees of 
freedom and showed that these models can be organized 
into a universal quantum computer capable, in principle, 
of performing all needed operations. His models also 
provide key suggestions for creating physically realizable 
systems. Although current technology does not yet 
enable a quantum laptop, Kitaev’s ideas are a key part 
of the basis for a worldwide effort to realize quantum 
computation and topological data storage.

Insatiably curious, Kitaev has now shifted his research 
from quantum computing to questions about black 
holes and quantum gravity. One of the questions he is 
tackling is related to the black hole information paradox: 
Is information permanently destroyed when matter falls 
into a black hole? The standard theory of black holes 
suggests that the answer is yes, but the standard theory 
of quantum mechanics predicts otherwise. Several years 
ago, Ahmed Almheiri, Donald Marolf, Joseph Polchinski 
and James Sully sharpened the question to one having 
to do with the fate of an observer who crosses the event 
horizon of a black hole. Do they sail through as though 
nothing has happened, or do they abruptly encounter a 
so-called firewall?

“I’m not sure if the question has a solution,” Kitaev says. 
“There may be no consistent picture.” Even understanding 
whether there is a solution would require wrangling with 
entanglement between entities inside and outside the 
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black hole. To tackle the problem, 
Kitaev is studying a ‘toy model,’ a 
simplified system of assumptions 
and equations that makes the 
question more tractable by paring 
down the number of dimensions 
studied. “I started from scratch 
and looked for the simplest model 
possible,” he says.

Kitaev is also pursuing one of 
the holy grails of physics: how to 
quantize gravity. Many researchers 
have looked to string theory as a 
potential solution to the problem, 
but once again, Kitaev is hoping that 
by studying simpler models he may 
be able to obtain insights that can be 
leveraged toward a more complete 
understanding of how gravity works 

at a quantum scale. “I just hope 
that studying models of black holes 
where both quantum mechanics 
and gravity play important roles will 
eventually help to construct a more 
general theory,” he says.

One of Kitaev’s models: spins with a particular 
designed set of interactions may form a topologically 
non-trivial state.
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Merge models with field observations, warm water with 
cold, low-nutrient waters with high, the North Pacific 
Subtropical Gyre with the subpolar gyre, and the marine 
picocyanobacteria Prochlorococcus with Synechococcus — 
and the result is the 2016 Gradients Cruise.

From late April to early May, oceanographers onboard 
the research vessel Ka`imikai-O-Kanaloa, led by Ginger 
Armbrust and Angelicque White, worked to test the 
latest ocean ecosystems model from Mick Follows. All 
three are Simons Collaboration on Ocean Processes and 
Ecology (SCOPE) Investigators. Follows is a professor 
in the marine biogeochemical modeling group called 
the Darwin Project at the Massachusetts Institute of 
Technology. The Darwin Project — funded by the  
Simons Foundation, the Gordon and Betty Moore 
Foundation, the National Science Foundation and 
NASA — works to develop a large-scale global model 
for marine microbial communities based on models of 
ocean circulation, biogeochemistry and the associated 
communities of plankton. 

Steaming north from its operational base in Honolulu, 
the ship, with its mixed team of experimentalists and 
mathematical modelers, traveled out of the warmer, 
nutrient-sparse subtropical gyre and into the cooler, 
productive waters of the subpolar gyre. The most 
interesting location for the scientists, however, was the 
transition zone, where the two gyres come together.

“We were on the edge of the gyres,” says Armbrust, 
principal investigator of the Gradients program.  

“We set up to explicitly test some of the assumptions 
and predictions that come out of the Darwin Project 
ecosystem model along the transition between the  
two gyres.”

The physical and geochemical components of the ocean 
simulations for the model have been around since the 
mid-1990s. Over the last 10 years, Follows’ group has 
been developing, extending and advancing the ecological 
component. “[The model] is continually evolving, so the 

predictions used for Gradients were based on our most 
recent iteration just prior to the cruise,” he says. 

The data collected on the cruise have provided Follows 
and his team with much information to modify and 
improve the model. The team expected to see enhanced 
productivity — measured by an increase in microbial 
cells — across the transition between gyres where iron, 
nitrogen compounds and other nutrients are delivered 
and mixed in a ratio compatible with the demands of the 
organisms. The subtropical gyre lacks nitrogen, whereas 
the subpolar is short of iron: Each, therefore, has a 
distinct ecosystem. (Water masses are often characterized 
by their most limiting nutrient, as it usually determines 
which microorganisms can survive there and how large 
that population can grow.) A mixed system reduces the 
limitations on the microbial populations and potentially 
allows a more diverse and productive system.

“When you bring those waters together, you have the 
optimum nutrient ratio that will allow for enhanced 
productivity,” Armbrust explains.

Yet in fact, although the model accurately predicted  
many of the big-picture ecosystem changes seen  
during the expedition, several surprises arose.  
Most unexpected was a resurgence of the subtropical 
cyanobacteria Prochlorococcus after the ship crossed  
into the transition zone.

“We anticipated a decline of Prochlorococcus and an 
increase of Synechococcus as we approached the transition 
zone from the south, which we see,” says Follows. 

“However, as the cruise continued northwards, the 
Synechococcus population declined and Prochlorococcus 
rallied, becoming abundant again.” The results were the 
same when the ship sailed back through the transition 
zone, indicating that the data are “really reproducible, 
not just transient features — these are real features,” 
Armbrust says. 
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The most likely explanation for the 
resurgence of Pro and a decline in 
Syn is that the ship encountered a 
remnant or an eddy of subtropical 
water that had maintained structure 
within the transition zone. This 
water mass may also be a long-
standing or recurring feature of 
the recent ocean circulation in the 
region. “This specific detail was not 
predicted by the model simulations, 
nor could we expect it to predict 
all of the fine-scale details of the 
circulation,” Follows says.

But although the model cannot 
simulate the specific details of the 
fine-scale ocean circulation that led 
to the resurgence in Prochlorococcus 
within the transition zone, it might 
be able to capture the statistical 
likelihood of such events occurring, 
Follows says. “This resurgence is  
an event that might be expected 
to occur from time to time, but 
predicting a specific individual  
case is not possible.”

Refining the model means 
rethinking some base assumptions, 
too. “I suspect death rates are 
too high,” Follows says. “The 
low abundance of modeled 
phytoplankton and the lack of 
dramatic changes in the modeled 
community composition along the 
transect both suggest to me that 
predation by grazers in the model 
is, in some sense, too strong.” Such 
a change to the model, along with 
other tweaks such as reclassifying 
the relationships between observed 
and modeled organisms, may help 
better predict the abundances 
of picoplankton and, specifically, 
picoeukaryotes observed. It could 
also help predict the pronounced 
shift between Prochlorococcus- and 
Synechococcus-dominated waters.

Overall, the model predicted large-
scale ecosystem changes well; it 
also gave a qualitatively accurate 
view of what to expect as to the 
size structure of particles and the 
elemental composition of particulate 
matter. “I was pleasantly surprised,” 

Follows says. “These are relatively 
new aspects of our modeling 
framework and significant in our 
efforts to model and understand the 
ocean carbon cycle.”

For Follows, the success of the 
Gradients Cruise comes from 
determining how to improve the 
models. “It has been really fun 
and unusual to work closely with 
the empiricists — it has developed 
a closer relationship between 
modelers and empiricists which, I 
believe, is very fruitful. I feel that it 
is stimulating more rapid progress 
on the modeling side.”

This image depicts the course of the 2016 Gradients Cruise.  
The research vessel Ka`imikai-O-Kanaloa traveled from Hawai'i, 
in the North Pacific Subtropical Gyre, north to the subpolar gyre 
and back again. The colors shown correspond to sea surface 
temperature as measured by satellite. Courtesy of Francois 
Ribalet of the University of Washington.
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Synechococcus sp. strain WH8102, courtesy of Gazalah 
Sabehi, Lihi Shaulov, Amnon Harel and Debbie Lindell, 
Technion - Israel Institute of Technology. This cell is 
about to finish dividing into two cells.

Prochlorococcus sp. strain MED4, courtesy of Sarit 
Avrani, Lihi Shaulov and Debbie Lindell, Technion 

- Israel Institute of Technology. This is a cell that 
appears to have just finished dividing into two cells.
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What motivates us to train for a marathon? How do we 
decide between chocolate cake and apple pie? And what 
role do our memories play in such choices? These inner 
workings of the brain have traditionally been difficult 
to study. The Simons Collaboration on the Global Brain 
(SCGB), launched in 2014, explores these questions by 
pairing new technologies for monitoring the brain with 
powerful computational and modeling techniques. The 
collaboration, led by David Tank of Princeton University 
and an executive committee, supports an interactive 
community of 73 scientists. 

The SCGB was made possible by a recent technological 
revolution in neuroscience: For the first time in the field’s 
history, researchers can monitor the activity of thousands 
of neurons at single-cell resolution using various 
innovative sensors. These include high-density electrode 
arrays to track electrical changes and molecular tools 
to assay calcium concentration, an indirect measure of 
neuron activity. Scientists can also manipulate neuronal 
activity with optogenetics — a method by which neurons 
are genetically engineered so that they may be turned off 
and on with light — and then test the role those neurons 
play in cognition. 

SCGB investigators are employing these tools to decipher 
the electrical and chemical activity of neural circuits and 
to examine how such neural codes — the language that 
neurons use to communicate — change over time to 
produce our thoughts and actions. They will explore how 

dynamic patterns of activity recall a memory, imagine the 
future or perform mental arithmetic. With the answers 
to these questions, neuroscientists can begin to build a 
mechanistic understanding of brain function. 

Because the scientists also need new mathematical 
approaches to make sense of the huge volume of neural 
data being generated, the SCGB funds collaborations 
between experimentalists and theorists that combine 
the latest innovative technologies for recording and 
stimulating neural populations with the most powerful 
forms of analysis and modeling. “Investigators meet 
frequently to discuss experimental approaches, theory, 
models and computations that impact their individual 
projects. And they share data as it emerges,” a level of 
interaction that makes the SCGB distinct from other 
collaborations, says Gerald D. Fischbach, distinguished 
scientist and fellow at the foundation.

Today, the great majority of SCGB awards include 
two or more investigators, but a number of informal 
collaborations have emerged as well. SCGB investigators 
reported more than 50 newly formed collaborations last 
year, both within the SCGB and beyond. “The SCGB is a 
great catalyst for bringing together mathematicians and 
neuroscientists in a serious way — not just to hear each 
other talk,” says Markus Meister, a neuroscientist at the 
California Institute of Technology and SCGB investigator.

“The individual projects are diverse, dealing with memory, 
decisions, judgments and other internal mental states, 
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but they all share a common goal 
— to define algorithms by which 
populations of active nerve cells 
correspond to internal mental states,” 
says Fischbach.

For example, computational 
neuroscientist Shaul Druckmann 
and experimentalist Karel Svoboda, 
both from the Howard Hughes 
Medical Institute’s Janelia Research 
Campus in Ashburn, Virginia, are 
working to understand how the brain 
holds information, such as a phone 
number, in short-term memory. 
They discovered that the memory 
system is designed with redundancy 
in mind: Just as computers have 
backup memory systems, the brain 
appears to have a backup system for 
short-term memory.  

Druckmann and Svoboda drew this 
conclusion by watching rodents 
trained to remember the location 
of an object for a short period. 
During the task, the scientists 
recorded neural activity in a brain 
region known as the premotor 
cortex, which spans both the left 
and right hemispheres of the brain. 
They found that if they briefly 
silenced the neural activity on just 

one side, the activity pattern tied 
to that memory quickly bounced 
back, undoing the temporary freeze 
and restoring activity to a pattern 
similar to that which occurs under 
normal conditions. However, if 
the scientists silenced both sides 
of the premotor cortex, or silenced 
only one side when the connection 
between hemispheres was severed, 
the memory was lost. The findings, 
published in Nature, suggest that 
neural activity in one hemisphere 
can act as a backup copy for short-
term memory. 

Even more significant was the 
discovery that the brain seems to 
select which neural activity to protect. 
The rodents’ brains restored only the 
activity pattern that was most tightly 
tied to the object’s location. Just as 
engineers build backup systems 
for the critical parts of a machine 
but not for the dispensable parts, 
the brain seems to ensure that the 
essential components of neural 
activity are resilient or resistant to 
damage. Druckmann says this is 
the most important outcome of the 
study. “It means that the concept of 
taking activity and decomposing it 
into important and non-important 

parts is not just something we as 
theoreticians like to do,” he says. 

“The brain also respects this principle 
— it doesn’t bother to correct the 
parts that aren’t important.”

The Druckmann and Svoboda labs 
are now extending the cutting-edge 
technology to silence neurons 
even more precisely. In future 
experiments, they hope to identify 
neural activity patterns relevant to 
short-term memory more specifically, 
and to determine whether changing 
those patterns alters behavior. “We 
want to push the patterns around 
a bit and see how they rearrange 
themselves,” Druckmann says.

These dots correspond to 
functioning neurons in the 
premotor cortex; the varying 
colors indicate that some  
neurons are highly active  
(brighter colors) during a  
memory task, whereas others  
are less active (darker colors).
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The past decade has witnessed the confirmation of the 
idea that autism is frequently caused by spontaneous 
gene mutations — and that the genes responsible may 
be discovered by sequencing large numbers of families 
affected by the condition. Sequencing studies of cohorts 
such as the Simons Simplex Collection — a repository 
of genetic, biological and behavioral data from more 
than 2,600 families consisting of one child with autism 
and unaffected parents and siblings — have already 
established more than 70 high-confidence autism risk 
genes and several hundred more candidate genes.

But between 500 and 1,000 genes are believed to 
underlie the condition, and researchers have long  
known that uncovering them all will require a much 
larger number of families. To tackle this challenge,  
in April 2016 SFARI announced the launch of SPARK 
(Simons Foundation Powering Autism Research for 
Knowledge), an initiative that will collect behavioral 
profiles and DNA samples from 50,000 families affected 
by autism over the next four years. Already, the initiative 
has enrolled more than 20,000 individuals with autism.

Having genetic data from 50,000 families should bring 
the autism research community closer to ‘saturation’ in 
terms of cataloging the genetic causes of autism, says 
Wendy Chung, the initiative’s principal investigator  
and SFARI’s director of clinical research. “At SFARI, 
one of our basic beliefs is that a true understanding of 
the genetic causes of autism will anchor us in terms of 
understanding the biological mechanisms,” Chung says. 

“So 50,000 families became the goal for SPARK.”

SPARK’s mission is much broader than creating a 
catalog of autism genes. The initiative also aspires to 
foster a mutually beneficial community of researchers 
and families. All families who join SPARK agree to be 

notified of opportunities to participate in future studies, 
so SPARK could help overcome one of the biggest 
hurdles individual autism researchers face: recruiting 
enough participants who are eligible for their studies. 
The initiative’s leaders hope that this relationship will lay 
the foundation for autism research for years to come.

“A researcher contacted me recently, for example, asking 
me how many verbal children between 6 and 10 are 
enrolled in SPARK,” says Pamela Feliciano, SPARK’s 
scientific director. “SPARK will make this data available 
and searchable online so researchers can see how many 
people meet the criteria for their studies.”

As researchers carry out studies on the SPARK cohort, 
the data they add to the collection will make SPARK 
increasingly valuable, Chung says. “This is a long-term 
investment to create an infrastructure for the autism 
research community for a very long time.”

Building Partnerships

Because of its heterogeneity — both genetic and 
phenotypic — autism has come to be seen not as a  
single condition, but as many related conditions.  

“The challenges are not the same for everyone on the 
spectrum, and the supports and treatments won’t be  
the same either,” Chung says.

Families who enroll in SPARK have the option of being 
informed if the initiative discovers a mutation that 
accounts for the individual’s autism. “We believe that we 
will be able to return results to 5 to 10 percent of families 
in the beginning,” Feliciano says. “As our knowledge 
grows, that number will increase.”

SPARKING  
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As SPARK enrolls more and more 
families and discovers new autism 
genes, it will identify individuals 
with any one of the known autism 
risk genes who can be asked to 
participate in further research. Doing 
so will allow researchers to study 
particular genetic subtypes of autism 
and, down the road, potentially 
create customized treatments for 
autism. It will also allow families 
with shared genetic causes to form 
communities, potentially through 
the Simons Variation in Individuals 
Project, which currently provides a 
forum in which families with any 1 

of about 50 different genetic variants 
can come together. 

SPARK’s creators want the initiative 
to be rewarding for the families 
who participate, so in addition to 
returning genetic results to some 
families, the initiative also offers 
webinars on topics related to autism, 
and provides individualized findings 
from the behavioral questionnaires 
for each child, which families can 
bring to their health care providers 
to help inform the child’s care. “As 
we’re learning, we want to make 
sure that we’re not just keeping 
all these data for researchers, but 
that the families are learning about 
themselves at the same time,” 
Chung says. SPARK’s webinars in its 
first nine months of operations have 
attracted about 1,800 attendees.

The families will also tell researchers, 
Chung hopes, about the issues that 
are most important to individuals 
and families with autism. “We view 
SPARK not just as a research cohort, 
but as a partnership with families,” 
she says.

To enable the initiative to scale to 
50,000 families, SPARK’s creators 
have tried to make it easy to join. 
Individuals can register online 
and then fill out a questionnaire 
and collect family members’ saliva 
samples at home, which are returned 
to SPARK by mail. To recruit 
families, the initiative has given 
grants to 24 clinical sites across 
the country that host major autism 

centers. SPARK’s leaders have also 
reached out to autism community 
and advocacy groups, which are 
helping to get the word out. 
SPARK’s investigators plan to do 
genomic analyses on participants’ 
saliva samples. These analyses will 
include both sequencing, which will 
help identify rare genes that cause 
autism, and genotyping, which will 
highlight more common genetic 
variants that don’t necessarily cause 
autism individually, but that might 
be responsible for the condition 
when combined with the right 
mix of other genetic variants or 
environmental triggers. “We hope 
that this approach will cover all 
genetic angles,” Chung says.

So far, the initiative has sequenced 
about 500 families. It plans to 
release these genetic data for 
scientists’ use in 2017, Feliciano  
says. “SPARK will make data 
available to eligible scientists as  
soon as it is ready.” 

The initiative is generating an 
enthusiastic response from families 
affected by autism, many of whom 
have shared their stories on SPARK’s 
website and on social media, posting 
pictures and commentary under the 
hashtag #WeAreSpark. “That  
has been incredibly gratifying,”  
Chung says. “We’re all starting to 
come together.”

Sawyer, age 7, and Owen, age 9, 
are SPARK participants from  
Lake Tapps, Washington.
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In 2010, as genetic analyses of families in the Simons 
Simplex Collection (SSC) were pinpointing specific 
genetic variants associated with autism, SFARI scientists 
recognized the opportunity to invert the experiment. The 
SSC starts with families that have a child with an autism 
diagnosis, and looks for genetic risk factors underlying 
the condition. What could be learned, then, by going in 
the other direction: starting with individuals that have 
one of these risk factors, and studying their features?

From this ‘gene first’ concept was born the Simons 
Variation in Individuals Project (Simons VIP), which 
began by collecting genotypic and phenotypic data from 
more than 200 individuals, along with their family 
members, with variations in a genomic region called 
16p11.2. Those data have given rise to more than 25 
research papers.

In the years since the Simons VIP’s start, whole-exome 
sequencing of the SSC and other collections has led to 
the discovery of dozens of genes implicated in autism. 
These studies provide compelling evidence that autism  
is not a single condition, but a collection of many  
related conditions. 

To try to understand the different genetic versions of 
autism — with the hope of eventually coming up with 
tailored therapies for them — the Simons VIP has 
greatly expanded its scope over the past two years. The 
project has reinvented itself as a virtual meeting place for 
researchers and individuals with mutations in 1 of more 
than 50 autism-linked genes.

The project, in its new form, has enrolled more than 569 
individuals with genetic variants. For some of the genetic 
variants, dozens of families have been recruited; less 
common variants have turned up fewer families. “These 

are not just rare conditions, they’re ultra-rare conditions,” 
says Wendy Chung, the project’s principal investigator 
and director of clinical research at SFARI. 

Whereas the first incarnation of the Simons VIP 
did a ‘deep dive’ study of individuals with 16p11.2 
variations, bringing families into clinics for behavioral 
testing, collection of biospecimens, brain imaging and 
neurological exams, the expanded project instead collects 
phenotypic information online, to make it easier for 
families to join the study. It also focuses on bringing 
researchers and families together. Already, for instance, 
the pharmaceutical company Roche has partnered with 
the Simons VIP to carry out clinical evaluations and 
electroencephalography studies of 10 individuals with 
mutations in the autism risk gene SCN2A. The data 
arising from that study — like all data associated with the 
Simons VIP — have been made freely available through 
SFARI Base.

The project enables families to connect with each other 
to share wisdom, and also to communicate questions 
to researchers. The project ran its first virtual family 
meeting on December 1, 2016. The largest single-gene 
family group — SCN2A, which includes more than 73 
registered families — held an in-person meeting during 
the summer of 2016, which several Simons VIP and 
SFARI researchers attended. “We had families from 
around the world,” Chung says. “They were in the 
scientific meeting, contributing and learning.”

Finding others with a shared diagnosis can be a profound 
experience for families, says John Spiro, SFARI’s deputy 
scientific director. “It’s been deeply moving for everyone 
to see the families support each other,” he says. “There’s 
nobody with dry eyes at these meetings.”

SIMONS VARIATION 
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Mutations in the SCN2A gene, which codes for the sodium channel Nav1.2, are now recognized as  
among the most recurrent risk factors for autism. Interestingly, mutations in some parts of the channel  
seem to confer risk for autism, whereas mutations in other parts of the channel confer risk for epilepsy. 
A deeper understanding of the structure of the channel should aid in the development of molecules that 
interact with it to modify its function, potentially offering therapeutic benefit. The Simons VIP has been 
working with families that carry mutations in SCN2A to gain a deeper understanding of the relationship 
between genotype and channel function/behavioral phenotype. Pictured here is a sodium ion passing 
through the (blue) channel pore. 

Image courtesy of Arthur J. Campbell and Florence Wagner, Stanley Center for Psychiatric Research at 
the Broad Institute, Cambridge, Massachusetts
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The Simons Foundation Autism Research Initiative 
(SFARI) currently funds more than 350 researchers, 
known as SFARI Investigators, who carry out 
groundbreaking autism research across the globe. 
Their work spans a wide range of subjects — from 
building brain cells from scratch in the lab to 
understanding how hypersensitivity to touch 
may relate to social difficulties. Below are some 
highlights of SFARI Investigators’ research in 2016.

Reversing Autism Symptoms 

A new study suggests that it may be possible to reverse 
some behavioral traits linked to a particular form of 
autism as late as adulthood, at least in mice. SFARI 
Investigator Guoping Feng of the Massachusetts Institute 
of Technology and his collaborators looked at mice with 
nonfunctioning copies of SHANK3, an autism risk gene 
believed to contribute to about 1 percent of all autism 
cases. They found that these mice can recover from traits 
such as obsessive grooming and social deficits if the gene 
gets turned on, even in adulthood.

SHANK3 is one of many genes involved in the formation 
of synapses, the junctions between neurons that allow 
them to send signals to each other. In mice lacking 
SHANK3, neurons in a brain region called the striatum 
communicate at synapses less effectively than do those 
of control mice. But turning the gene on in adulthood 
reverses this deficit and also rescues the mice’s obsessive 
grooming and social deficits, the researchers reported 
February 25, 2016, in Nature.

Activating SHANK3 in the adult mice does not reverse 
all the traits related to the mutation: The mice continue 
to show signs of anxiety and motor difficulties, such as 
having trouble balancing on a rotating rod. But when 
the researchers activated SHANK3 in three-week-old 
mice — an age corresponding to childhood in people — 
the mice’s motor deficits eased and, to some extent, so 
did their anxiety. The findings highlight the importance 
of identifying developmental windows in which autism 

therapies may be administered with the greatest efficacy. 
Yet they also offer hope that some symptoms may be 
reversible even late in life. 

Touching Anxiety

Hypersensitivity to touch may be largely responsible for 
the anxiety and social difficulties that are hallmarks of 
autism, a new mouse study suggests. Mice engineered 
to lack one of two autism-linked genes (MECP2 or 
GABRB3) in neurons that relay touch signals to the brain 
and spinal cord develop anxiety and social problems 
later in life. SFARI Investigator David Ginty of Harvard 
Medical School and his colleagues reported the findings 
July 14, 2016, in Cell. By contrast, mice that lack MECP2 
in some cortical neurons but not in the touch neurons 
outside the brain show no differences in anxiety or social 
behavior compared with healthy mice.

Ginty’s team found that mice lacking two other 
autism-related genes, SHANK3 and FMR1, are also 
hypersensitive to touch stimuli. And in mice lacking 
MECP2 or GABRB3, touch signals run to the spinal cord 
without the dampening that usually happens in healthy 
mice. Many people with autism report heightened 
sensitivity to touch, and the new results support the 
idea that this sensitivity may underlie these individuals’ 
social difficulties.

Although autism researchers tend to focus on the brain, 
the new study suggests that treatments that target the 
peripheral nervous system — which connects limbs 
and organs to the brain or spinal cord — may play an 
important role in easing the social problems associated 
with autism. Unlike drugs that act on brain cells, drugs 
that act on peripheral neurons do not have to cross the 
blood-brain barrier, which greatly expands the range 
of potential therapies. Such treatments may need to 
be administered early in development, however: Ginty 
and his colleagues found that turning off the genes in 
peripheral neurons affects social behavior only if done 
before adulthood.

SFARI RESEARCH 
ROUNDUP
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Unpacking the Mechanisms of an 
Autism Disorder 

A mouse study published October 
19, 2016, in Neuron pinpoints some 
of the biological underpinnings of 
Smith-Magenis syndrome, a rare 
condition linked to autism. The 
syndrome, caused by a deficiency of 
a gene called RAI1, is characterized 
by motor problems, obesity, 
intellectual disability and social 
difficulties. Similarly, mice that lack 
RAI1 are obese and struggle with 
learning, memory and balance.

Researchers had previously 
established that RAI1 controls the 
expression of other genes, but they 
didn’t know which genes. The new 
study, led by SFARI Investigator 
Liqun Luo of Stanford University, 
has identified a subgroup of these 
genes that are involved in the 
assembly of neuronal circuits. By 
examining mice that lack RAI1 
in particular types of brain cells, 
the research team has provided 
insight into how the gene’s absence 
produces the symptoms of Smith-
Magenis syndrome.

The researchers found that the loss 
of RAI1 in excitatory neurons (ones 
that promote brain activity) has no 
apparent effect when the gene is 
deleted in the cerebral cortex. But if 
the gene is absent in other parts of 
the brain, the mice develop motor 
problems, intellectual deficiencies 
and obesity. In particular, deleting 
RAI1 from excitatory neurons 
in the hypothalamus dampens 
expression of HTR2C and BDNF, 
two genes involved in reducing 
appetite. The study suggests that a 
drug that activates HTR2C, already 
approved by the U.S. Food and Drug 
Administration to treat obesity, may 
help individuals with Smith-Magenis 
syndrome control their weight.

Pinning Down Microglia’s Role 

Two recent studies by SFARI 
researchers have offered both a 
toolbox for studying microglia —  
the brain’s resident immune cells — 

and new insights into their role in 
Rett syndrome. This autism-related 
syndrome is marked by cognitive 
and physical regression, breathing 
and movement difficulties, and 
intellectual disability.

Microglia, which are involved 
not only in destroying pathogens 
but also in pruning synapses, are 
thought to play a role in a variety 
of neurological disorders, such as 
Parkinson’s disease, Alzheimer’s 
disease and schizophrenia. It has 
been difficult for researchers to 
assess these cells’ roles in detail, 
however. Until recently, the only 
way to study human microglia in 
the lab was to use microglia from 
postmortem brains, which are in 
short supply.

Now, a team led by SFARI 
Investigator Rudolf Jaenisch of 
the Massachusetts Institute of 
Technology has developed a method 
for making microglia out of stem 
cells reprogrammed from skin 
cells. The microglia the researchers 
created express many of the 
behaviors of microglia in living 
people — for example, they are 
capable of engulfing small objects, 
move through a culture of neurons 
and other brain cells, and travel 
quickly toward injured brain cells.

The team also grew microglia from a 
stem-cell line that carries a mutation 
in MECP2, the gene responsible 
for Rett syndrome. These microglia 
were exceptionally small, offering 
researchers a hint about the cells’ 
role in the condition.

Meanwhile, however, a second  
study suggests that MECP2 
mutations in microglia are not the 
primary driver of Rett syndrome. 
Instead, microglia’s role may come 
into play largely in the final stages of 
the syndrome.

The research team behind the 
study, led by SFARI Investigator 
Beth Stevens of Boston Children’s 
Hospital, had previously shown that 

microglia prune weaker synapses 
in the brains of healthy mice as 
part of normal development. In 
the new work, published July 
26, 2016 in eLife, Stevens’ group 
found that microglia in mice with 
Rett syndrome prune too many 
connections — but only near the end 
of the mouse’s life. This suggests 
that microglia do not play a causative 
role in the disorder, but instead 
exacerbate it.

Knocking out MECP2 only in 
microglia does not produce Rett-like 
symptoms in mice, the team found, 
and these microglia behave normally. 
The study suggests that microglia 
contribute to the end stage of the 
condition by dismantling circuits 
weakened by the loss of MECP2 in 
other types of cells in the central 
nervous system.
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Spectrum and Quanta, the two editorially independent 
magazines funded by the Simons Foundation, cover 
completely different topics: Spectrum covers autism 
research, and Quanta focuses on math, physics and 
computer science, as well as basic research in biology. 
But they have a lot in common as well. Both cover topics 
that mainstream media has neither the resources nor 
the dedicated science writers to cover in-depth, and both 
strive to foster community and lively conversation among 
their readers.

Spectrum aims to make current advances in autism 
research as accessible as possible. “Scientists who work 
on autism research are really diverse,” says Apoorva 
Mandavilli, editor-in-chief of Spectrum. They are 
neuroscientists, geneticists, psychologists and behavioral 
scientists. Some are clinicians and others work in labs 
remote from people with the condition. “They don’t all 
have the same background or use the same jargon, so 
our approach is to avoid jargon and write at a level that 
is clear and accessible,” Mandavilli says. As a result, 
Spectrum’s work is valuable for both scientists and 
interested lay readers, who tend to be people with 
 autism and their families and friends.

Autism can be a heated topic of discussion, but  
Spectrum keeps its comments section constructive by 
posting clear guidelines and moderating comments 
that do not conform to them. In addition to respecting 
rules of common decency, commenters must refrain 
from posting medical advice or promoting any products. 

Claire Cameron, the site’s engagement editor, follows 
discussions in the comments section and on social 
media sites and syndication partners’ sites. When people 
ask questions, she often relays those questions to the 
researchers themselves. “We don’t want people to think 
they’re just shouting into a void,” she says. “We really do 
want it to be a discussion.”

Lay readers can ask questions of the researchers, but they 
can also give feedback about how the research aligns (or 
doesn’t) with their own experiences of autism. “Often 
when we cover a paper, they’ll say, ‘This is exactly my 
experience; this is how I’ve dealt with things,’ but we’ve 
also seen the reverse: people saying, ‘This is the exact 
opposite of what I’ve seen,’” Mandavilli says. “It’s an 
interesting perspective for us and for scientists.”

Spectrum also creates community through its free 
monthly webinar series, in which scientists give  
talks on their research, followed by a question-and-
answer session. Through articles, comments sections, 
and webinars, Spectrum not only serves the scientific 
community, but has also become a unique meeting 
place for the autism community. People with autism and 
their families can gain access to researchers whose work 
might affect their lives — and researchers get feedback 
about their work from people they might not normally 
encounter. “Over time, our site has become a middle 
ground for these often-separated communities to talk to 
each other,” Mandavilli says.

DIGITAL 
GATHERINGS: 

SPECTRUM AND 
QUANTA MAGAZINES
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Whereas Spectrum engages the 
autism research community,  
Quanta Magazine sparks lively 
discussions about mathematics, 
physics, theoretical computer 
science and basic biology — areas 
often neglected by traditional 
science media. “What is gravity? 
Does dark matter exist? How do 
prime numbers behave?” editor-
in-chief Thomas Lin says. “We’ve 
carved out a niche for scientifically 
curious people who love to debate 
fundamental ideas.” 

Like Spectrum, Quanta  
moderates comments to cultivate  
an informed, civil conversation,  
taking pains to keep the level 
of discourse high. Editors relay 
particularly interesting or insightful 
questions to authors of articles and 
to researchers, who often chime 
in to answer. Some researchers 
use the comments section to 
offer thoughtful critiques; others 
occasionally offer to collaborate.

And readers are taking note. As a 
reader named Josh commented on 
a popular Quanta article, for which 
261 comments were approved, “I was 

expecting the usual Creationism vs. 
Darwin/Science/Physics/Chemistry 
debate, but these [comments] are 
great. Looks like chemists and 
scientists debating and what not. … 
Actual sources being cited. What if 
the whole internet was like this?”

Quanta delivers to its readership 
a variety of content types: long, 
detailed feature stories, shorter blog 
posts, interviews with scientists and 
also a regular puzzle series that has 
developed a passionate following. 

“We’re not afraid to ask our readers 
to think a little bit,” Lin says. The 
puzzles can be quite challenging and 
involved — some readers even write 
computer programs to solve them.  

“There’s a whole subcommunity 
centered around this puzzle column,” 
he says.

To reach and engage new audiences, 
Quanta and Spectrum syndicate 
articles to Scientific American, 
The Atlantic, Wired and other 
publications. And conversations 
inspired by Quanta and Spectrum 
articles often spill over to heavily 
trafficked social media platforms 

such as Reddit, Hacker News and 
Facebook. Lin says: “Though it can 
feel like the Wild West at times, I’m 
fascinated by where, how and why 
people share our stories across social 
media. It’s an opportunity to see how 
different audiences engage with the 
big, new ideas we write about.”

Pep Boatella’s lead illustration from “Living Between Genders,” 
a Spectrum feature story by Deborah Rudacille, depicts the 
precariousness of living both as a person with autism and as a 
transgender person.

An illustration by Mrzyk & Moriceau, from 
Quanta’s “Why Sleeping Beauty Is Lost in Time,” 
by Pradeep Mutalik. The famous Sleeping 
Beauty problem has divided probability 
theorists, decision theorists and philosophers 
for more than 15 years. 
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Philanthropic efforts to introduce lay audiences to  
science tend to fall into two categories: The first, more 
traditional, approach is familiar to anyone who has ever 
visited a museum exhibit, tuned in to a documentary 
on public television or browsed an educational website. 
These efforts are like lighthouses: They beckon people 
brightly and illuminate, but they tend to summon those 
who are already comfortable sailing over. That’s where 
the complementary approach comes in, which could be 
described as ‘meeting people where they already are.’ 
These projects are not lighthouses but instead are like 
brightly colored buoys — they may not beckon like a 
lighthouse, but you can place more of them strategically 
in the water. 

The Simons Foundation’s new education and outreach 
initiative, Science Sandbox, was designed with the latter 
approach in mind — to meet people where they are and 
expose them to the thrills of the scientific process and 
scientific thinking. The initiative provides grants and 
support to projects that seek to inspire scientific thinking 
in people who may not live in a city with a world-class 
museum, may not watch public television regularly, or 
may not even be aware that science is something they  
can relate to.  

Developed in 2016 and publicly launched in early 2017, 
Science Sandbox takes its name from the place where 
children often get their first taste of self-directed curiosity 
and collaborative experimentation — the same values 
that underpin discovery-driven science research. The 
initiative’s manifesto — ‘unlock scientific thinking’ — 
makes clear the notion that instead of treating people as 
passive participants in learning, we should treat them as 
what they already are: naturally active explorers of their 
own worlds. Science Sandbox’s diverse board of advisers, 
which includes accomplished scientists, educators, 
entrepreneurs and artists, reflects this expansive view.

To act as a catalyst for ‘unlocking scientific thinking,’ 
Science Sandbox functions as more than a grant-maker. 
Its charter includes language about “amplify[ing] our 
awardees’ impact” in extra-monetary ways, which often 
happens in the form of informal introductions that the 
foundation facilitates. A distribution partnership between 
Vice’s science and technology vertical — Motherboard — 
and filmmaker Elliot Kirschner, whose documentary film 

“A Brief History of Fat” was supported by Science Sandbox, 
proved especially fruitful. “Typically, Motherboard 
and Vice don’t show any film that isn’t produced and 
developed in-house,” says Boyana Konforti, director of 
Education & Outreach at the Simons Foundation.  

SCIENCE SANDBOX: 
UNLOCKING 
SCIENTIFIC 
THINKING

36

“We did not do anything more than 
bringing the two entities together, 
but Motherboard was very intrigued 
by Elliot’s ability to bring together 
very sophisticated science and 
storytelling, and they found a very 
natural way to work together.”

Another place where science 
education happens naturally —  
and at massive scale — is Wikipedia. 
The Science Sandbox-supported 
Wikipedia Year Of Science 2016 
encouraged science educators 
to charge their students with 
writing Wikipedia entries instead 
of term papers. This project 
expanded the concept of ‘education 
and outreach’ by recruiting 
researchers to participate in the 

‘edit-a-thons’ hosted at existing 
scientific conferences, such as the 
2016 meeting of the American 
Association for the Advancement 
of Science (AAAS) in Washington, 
D.C. These events not only reach 
scientists where they already are, but 
draw them into discourse already 
happening on Wikipedia by teaching 
them the basics of editing content 
and encouraging them to write and 
edit articles themselves, in their 
areas of expertise.

“This was when the Zika virus and 
the discovery of gravitational waves 
were really hitting the newspapers,” 
Konforti recalls of that first AAAS 

edit-a-thon. “Scientists edited 
Wikipedia pages for almost six hours, 
and the pages were viewed many 
tens of millions of times since the 
conference. That’s a very, very big 
reach, and the impact that you get on 
Wikipedia users is just incredible.”

Another Science Sandbox-supported 
event in 2016, produced by U.K.- 
and U.S.-based Guerilla Science, also 
gathered people together in a peer-
to-peer way. Sensory Speed Dating 
invited singles and couples in New 
York to the House of Yes, an edgy 
performance-art venue in Brooklyn’s 
industrial district of Bushwick, to 
experience “a greater understanding 
of the subconscious processes that 
drive our behavior and desires.” 
Participants experimented with 
such unorthodox dating rituals 
as donning pulse monitors to 
identify fluttering hearts, inhaling 
other participants’ odors to detect 

‘pheromonal communications,’ and 
staring into each other’s eyes for a 
full minute without speaking.

For Madeline Kaye, a self-described 
“total science illiterate” who attended 
Sensory Speed Dating with her 
boyfriend, it was Guerilla Science’s 
choice of venue that first piqued her 
interest. “I’m a big fan of House of 
Yes,” she says. “You could go there 
on any ordinary Tuesday, and it’s 
glitter and go-go dancers. Not exactly 

a square crowd.” She left the event 
feeling not only that the scientific 
content had lent “an additional 
energy to the room,” but also that it 
had broadened her understanding of 
what she had previously considered 

“amorphous” sexual attraction. “It 
really comes down to the fact that 
we’re still animals,” she says, “and 
we’ll perceive certain signals in 
certain ways no matter what.”

Mark Rosin, Guerilla Science’s U.S. 
director, describes the organization’s 
mission as building up a sense of 

“science identity” in members of the 
public just like Kaye — which isn’t 
the same thing as teaching facts. 

“The point of something like Sensory 
Speed Dating isn’t remembering 
the exact Latin name of a particular 
microbe,” he says. “It’s about 
building a cultural connection 
between people’s interests as they 
are, and what science has to offer 
those interests.” 

“The foundation is keen to see  
what new projects Science Sandbox 
will undertake next year,” says 
Marilyn Simons, president of the 
foundation. “We hope our grantees 
and partners will relay the joy of 
experimentation — and revive the 
sense of play we felt as children in 
the playground sandbox.”

Guerilla Science speed 
daters explore touch as a 
means to increase chances 
of a ‘match.’
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“Math isn’t fundamentally about numbers — it’s a way of thinking about the world,” says John Ewing, president of  
Math for America (MƒA). 

In its own words, MƒA works to “make teaching a viable, rewarding, and respected career choice for the best minds in 
science and mathematics.” To that end, MƒA identifies outstanding K-12 mathematics and science teachers and awards 
renewable four-year fellowships, which provide stipends and connect teachers with one another to foster collaboration 
and ongoing learning. The goal is to inspire outstanding teachers to stay in the classroom, as well as to amplify their 
impact while they are there. There are currently more than 1,000 MƒA teachers in New York City.

MƒA prides itself on what it calls a “teacher-to-teacher” approach to professional development: MƒA teachers lead a 
variety of courses each semester for and with their peers. As part of this community-building activity, MƒA holds an 
annual event called MT² — Master Teachers on Teaching — in which MƒA Master Teachers give TED-style talks and 
share their expertise with the MƒA community. 

The title of this year’s MT² was “The State of STEM-ocracy,” with talks from 11 Master Teachers focusing on  
democratic fairness and due process in science, technology, engineering and math (STEM) education and society.  
The event — scheduled to coincide with Election Day on November 8 — drew almost 200 teachers to Manhattan’s 
Flatiron District, where they were joined by more than 100 more teachers online (the event was streamed). “Every year, 
we try to hook into something that’s going on in the rest of the country, and this year the hook seemed pretty obvious,” 
says Ewing. “The teachers were fielding a lot of questions in their classes, and we wanted to bring those conversations 
to the whole community.”

MATH  
FOR AMERICA: MT²
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Among the Master Teachers 
speaking to the theme of “STEM-
ocracy” were Adam Zaid, who gave 
a talk about how the mathematics 
of voting can produce unexpected 
majorities and pluralities in 
elections, and Shannon Guglielmo, 
who demonstrated how students 
can design their own graph-theory 
lessons about the layout of access 
points to New York City’s public 
transit system. And Andrew Wille 
delivered a surprising presentation 
inspired by Lewis Carroll, about  
how even the rules of mathematical 
logic may not have ‘fairness’ built 
into them.

The theme of democratic equity as 
it impacts STEM education came 
out in ways unrelated to national 
politics as well. MƒA Master Teacher 
Michelle Sims, a high school algebra 
teacher at Morris Academy for 
Collaborative Studies in the Bronx, 
was inspired by a talk given by an 
elementary school math teacher 
who bridged the skills gap for her 
incoming students by having them 
work together in small groups, with 
lessons targeted to their particular 
level of proficiency. After hearing 
the talk, Sims decided to implement 
a variation on the same idea in her 
own high school classroom.

Marvin Antebi-Gruszka, a 
fourth-year MƒA Master Teacher, 
approached the evening’s theme 
from an unusual angle with his 
talk, “Cleaning Up Our Ideas on 
Confusion and Ignorance: Why 
Not to Just Sweep Them Under the 
Rug.” As most STEM educators 
necessarily focus on helping their 
students master the curricula, 
Antebi-Gruszka drew attention to 
an equally necessary part of the 
learning process: confusion and 
failure. He asked: Could teacher 
focus on producing ‘right answers,’ 
without encouraging the mistake-
driven processes that underlie the 
understanding of those answers, 
be subtly corrupting the process of 
learning STEM subjects?
 

“It’s really important as teachers 
for us to recognize that students 
don’t come to us as prodigies,” 
Antebi-Gruszka says. “Most people 
who become teachers tend to 
have done well in school, so we 
don’t necessarily come with that 
experience of what it was like 
to struggle or fail.” To fill in this 
intellectual empathy gap, Antebi-
Gruszka offered up a painful 
experience from his own childhood: 
the “week-in, week-out process of 
disappointing my mother,” who 
always found fault in the way  
Antebi-Gruszka cleaned up the 
house. “I just didn’t understand 
what I had done wrong, and I 
didn’t understand how I could get 
better,” he recalls. “And it’s often 
very difficult to bring that level of 
empathy to our own students.”

Events such as MT² not only 
foster MƒA’s mission directly but 
also highlight the centrality of 
mathematics in society. “Math is 
everywhere in elections and in civic 
life,” Ewing says. “It’s in the way 
states redistrict themselves. It’s the 
way they ensure valid election results. 
And in cases where there are not just 
two but three or four candidates in 
an election, it’s the way candidates 
strategize about building their 
campaigns: using mathematics.

And math can help us see inequities 
and unfairness,” he says. “It can 
shine light onto the places in society 
where we are dividing things up, and 
help people determine whether the 
process is fair. The truth is, math is 
not quite so abstract these days.”

Front row, from left to right: MƒA Master Teachers Marvin Antebi-Gruszka, Dee Dee Dyer, Andrew Wille, 
Alexander Dvorak and Shannon Guglielmo.

Marcelle Good,  
MƒA Master Teacher
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Bernie Devlin
Adriana Di Martino
Scott Dindot
Bogdan Draganski
Catherine Dulac
J. Christopher Edgar
Robert Edwards
Evan Eichler
Britta Eickholt
Mayada Elsabbagh
Cagla Eroglu
William Fairbrother
Jin Fan
W. Andrew Faucett
Evelina Fedorenko
Carl Feinstein
Daniel Feldman
Guoping Feng
André Fenton
Cathy Fernandes
Gordon J. Fishell
Eric Fombonne
Loren Frank
Michael Frank
Maria Freire
Robert Froemke
Menachem Fromer
Lawrence Fung
Joseph Garner
Daniel Geschwind
Jay Gibson
Charles Gilbert
David Ginty
Santhosh Girirajan
Joseph Gleeson

Robin Goin-Kochel
David Goldstein
Peyman Golshani
Matthew Goodwin
Alessandro Gozzi
Ann Graybiel
Michael Graziano
Nicola Grissom
Adam Guastella
James F. Gusella
Kurt Haas
Michael Halassa
Joachim Hallmayer
Ellen Hanson
Antonio Hardan
Neil Harris
Christopher Harvey
Xin He
Myriam Heiman
Mark Henkelman
Ian Hickie
Charles Hoeffer
Ellen Hoffman
Mady Hornig
Yi-Ping Hsueh
Z. Josh Huang
Kimberly Huber
Jun Huh
Lilia Iakoucheva
Ivan Iossifov
Sébastien Jacquemont
Daoyun Ji
Fulai Jin
Capitanio John
Rebecca Jones
Kristopher Kahle
Zsuzsanna Kaldy
Nancy Kanwisher
Sabine Kastner
Raymond Kelleher
Albert Keung
Margaret Kjelgaard
Eric Klann
Bonita Klein-Tasman
Alexander Kolevzon
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Genevieve Konopka
Kenneth Kosik
Adrian Krainer
Rosa Krajmalnik-Brown
Abba Krieger
Kenneth Kwan
Anthony Lamantia
Gary Landreth
Markita Landry
Maria Lehtinen
Jason Lerch
Matthew Lerner
Todd Levine
Daniel Levy
Bo Li
Paul Lipkin
W. Ian Lipkin
Dan Littman
Christopher Loewen
Catherine Lord
John Lowry
Liqun Luo
Daniel MacArthur
Robert C. Malenka
Eleni Maneta
Oscar Marin
Gabor Marth
Thomas Maynard
Sarkis Mazmanian
A. Kimberley McAllister
Steven McCarroll
Margaret McCarthy
Clark McKown
James McPartland
Mollie Meffert
Elizabeth Mellins
Vinod Menon
Carolyn Mervis
Michael Merzenich
Judith Miles
Alea Mills
Guo-Li Ming
Linda Mitchell
Angela Morgan
Colleen Morris

Eric Morrow
Pratik Mukherjee
Alysson Muotri
James Murray
Scott Murray
Richard Myers
Srikantan Nagarajan
Mor Nahum
Shrikanth Narayanan
Brian Nieman
James Noonan
Alex Nord
Gaia Novarino
Tim O’Connor
Ruth O’Hara
Brian O’Roak
Lucy Osborne
Damon Page
Theo Palmer
Dimitrios Pantazis
Karen Parker
Massimo Pasqualetti
Paul Pavlidis
Elior Peles
Eva Petkova
Jennifer Philips
Ben Philpot
David Pitcher
Geoffrey Pitt
Christopher Pittenger
Michael Platt
Brenda Porter
Carlos Portera-Cailliau
Craig Powell
Lucas Pozzo-Miller
Shenfeng Qiu
Karen Quigley
Aaron Quinlan
Mani Ramaswami
Catherine Rankin
James Rehg
Danny Reinberg
Irving Reti
Alexandre Reymond
Alice Richman

Joel Richter
Jean-Baptiste Rivière
Tim Roberts
Kathryn Roeder
Christian Rosenmund
Lawrence Rothblat
Agata Rozga
John Rubenstein
Nicole Russo-Ponsaran
Antoinette Sabatino
Stephan Sanders
Celine Saulnier
Laura Schrader
Robert Schultz
Ethan Scott
Jonathan Sebat
Saunak Sen
Nenad Sestan
Stephen Sheinkopf
Elliott Sherr
Song-Hai Shi
Frederick Shic
Lisa Shulman
Matthew Siegel
Steven Siegelbaum
James Sikela
Peter Sims
Pawan Sinha
Stelios Smirnakis
Vikaas Sohal
Hongjun Song
Matthew State
Hanno Steen
Paul Sternberg
Beth Stevens
Wendy Stone
Garret Stuber
Thomas Südhof
David Sulzer
Mriganka Sur
James Sutcliffe
Helen Tager-Flusberg
Michael Talkowski
Guomei Tang
Cora Taylor
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Brian Theyel
Emma Thomas
Di Tian
Henning Tiemeier
David Traver
Vanessa Troiani
Daniela Tropea
Gina Turrigiano
Erik Ullian
Alexander Eckehart Urban
Flora Vaccarino
Roger Vaughan
Jeremy Veenstra-VanderWeele
Shelley Velleman
Pam Ventola
Dennis Vitkup
Xiaoqin Wang
Michael Wangler
Zachary Warren
Sara Webb
Lauren Weiss
Tara Wenger
Rachel Wevrick
Tonya White
Michael Wigler
Jeremy Willsey
Melanie Woodin
Janet Woodruff-Borden
Christopher Wright
Anthony Wynshaw-Boris
Fei Xu
Lei Xu
Shinya Yamamoto
Mark Yandell
Masayuki Yazawa
Je-Hyun Yoon
Larry Young
Haiyuan Yu
Chaolin Zhang
Feng Zhang
Kun Zhang
Larry Zipursky
R. Suzanne Zukin
Mark Zylka

SPARK Awardees

Leonard Abbeduto
Michael Alessandri
David Amaral
Robert Annett
Raphael Bernier
Elizabeth Berry-Kravis
Carolyn Bridgemohan
Eric Butter
Eric Courchesne
Daniel Coury
Joseph Cubells
Gabriel Dichter
Craig Erickson
Amy Esler
Eric Fombonne
Arzu Forough
Sandra Friedman
Jennifer Gerdts
Robin Goin-Kochel
Amanda Gulsrud
Anibal Gutierrez
Melissa Hale
Ellen Hanson
Susan Hepburn
Suma Jacob
Pablo Juarez
Stephen Kanne
Terry Katz
Rebecca Landa
Rachel Loftin
Catherine Lord
Patricia Manning
James McCracken
Michael Morrier
Charles Nelson
Cesar Ochoa-Lubinoff
Brian O’Roak
Opal Ousley
Kate Palmer
Juhi Pandey
Karen Pierce
Joseph Piven
Lisa Prock

Angela Rachubinski
Catherine Rice
Cordelia Robinson
Nicole Russo-Ponsaran
Mustafa Sahin
Dustin Sarver
Robert Schultz
Mary Sharp
Christopher Smith
Jennifer Smith
Latha Soorya
Sarah Spence
James Sutcliffe
Dianna Varady
Christopher Walsh
Zachary Warren
Ericka Wodka

SFARI INVESTIGATORS



Simons Collaboration on the 
Global Brain

Larry Abbott
Ryan Adams
Misha Ahrens
Emre Aksay
David Anderson
Dora Angelaki
William Bialek
David Brainard
Carlos Brody
Elizabeth Buffalo
Matteo Carandini
E.J. Chichilnisky
Anne Churchland
Mark Churchland
Marlene Cohen
John P. Cunningham
Sandeep Robert Datta
James DiCarlo
Brent Doiron
Shaul Druckmann
Uri Eden
Florian Engert
Adrienne Fairhall
Michale Fee
Ila Fiete
Loren Frank
Jeremy Freeman
Winrich Freiwald
Stefano Fusi
Surya Ganguli
Lisa Giocomo
Mark Goldman
Kenneth Harris
Mehrdad Jazayeri
Roozbeh Kiani
Adam Kohn
Brian Lau
Daniel Lee
Andrew Leifer
Michael Long
Zachary Mainen
Valerio Mante

Markus Meister
J. Anthony Movshon
William Newsome
Liam Paninski
Joseph Paton
Pietro Perona
Bijan Pesaran
Jonathan Pillow
Xaq Pitkow
Alexandre Pouget
Fred Rieke
Nicole Rust
Bernardo Sabatini
Maneesh Sahani
C. Daniel Salzman
Krishna Shenoy
Eero Simoncelli
Spencer Smith
Haim Sompolinsky
Michael Stryker
Karel Svoboda
David Tank
Doris Tsao
Brian A. Wandell
Xiao-Jing Wang
Byron Yu
Manuel Zimmer
Steven Zucker

Simons Collaboration on the 
Origins of Life

Donna Blackmond
Tanja Bosak
Dieter Braun
Irene Chen
Jason Dworkin
Gregory Fournier
Gerald Joyce
Lisa Kaltenegger
Ramanarayanan Krishnamurthy
Sheref Mansy
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Project Investigators 

E. Virginia Armbrust
György Buzsáki
Penny Chisholm
Rob DeSalle
Zoe Finkel 
Gordon J. Fishell
Wayne Goodman
Brian Hammer
David Haussler
Bonnie Hurwitz
Debora Iglesias-Rodriguez
Rudolf Jaenisch
Thomas M. Jessell
Laurie Juranek 
Eunsoo Kim
Elizabeth Kujawinski
Robert Miller
Raghuveer Parthasarathy
John Pringle
Stephen Quake
Gene Robinson
Ramunas Stepanauskas
Lisa Stubbs
Richard Tsien
David Valentine
Brian A. Wandell
William Wcislo
Joao Xavier
Anthony Zador

Klingenstein-Simons Fellowship 
Awards in the Neurosciences

Benjamin Arenkiel
Stephen Brohawn
Solange Brown
Anne Churchland
Mark Churchland
Jeremiah Cohen
Dion Dickman
Felice Dunn
Monica Dus
Evan Feinberg
Liang Feng
Lisa Giocomo
Michael Halassa
Benjamin Hayden
Biyu He
Ryan Hibbs
Mehrdad Jazayeri
Daniel Kronauer
Andrew Kruse
Byungkook Lim
Conor Liston
Wenqin Luo
Dengke Ma
Carolyn McBride
Evan Miller
Katherine Nagel
Yuki Oka
Brian O’Roak
Engin Özkan
Todd Roberts
Dragana Rogulja
Daniela Schiller
Tiffany Schmidt
John Tuthill
Michael Yartsev

Simons Early Career 
Investigators in Marine Microbial 
Ecology and Evolution

Andrew Alverson
Jake Bailey
Tanja Bosak
Otto Cordero
Karen Lloyd
Alyson Santoro
Frank Stewart
Jacob Waldbauer

HHMI-Simons Faculty Scholars

Neal Alto
Thomas Bernhardt
Jesse Bloom
Edward Boyden
Clifford Brangwynne
Jose Dinneny
Michael Fischbach
Elizabeth Haswell
Martin Jonikas
Luciano Marraffini
Frederick A. Matsen IV
Coleen Murphy
Samara Reck-Peterson
Michael Rust
Elizabeth Sattely
Jan Skotheim
Gurol Suel
Benjamin Tu
Feng Zhang
Daniel Zilberman

LIFE SCIENCES INVESTIGATORS

Karin Öberg
Matthew Powner
Didier Queloz
Nita Sahai
Dimitar Sasselov
Burckhard Seelig
Roger Summons
John Sutherland
Jack Szostak
George Whitesides

Simons Collaboration on Ocean 
Processes and Ecology

E. Virginia Armbrust
Dave Caron
Penny Chisholm
Matthew Church
Edward DeLong
Sonya Dyhrman
Michael Follows  
Anitra Ingalls
Seth John  
David Karl
Debbie Lindell
Dan Repeta
Benjamin Van Mooy
Joshua Weitz
Angelicque White
Jonathan P. Zehr
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Simons Collaboration on the 
Global Brain Postdoctoral 
Fellows

Sophie Aimon
Katherine Cora Ames
Xiaoyin Chen
Maria Dadarlat
Chunyu Duan
Vikram Gadagkar
James Heys
Danique Jeurissen
Matthew Kaufman
Aaron Koralek
Liang Liang
Scott Linderman
John Long
Malavika Murugan
Ian Oldenburg
Marino Pagan
Braden Purcell
Evan Schaffer

Simons Collaboration on the 
Origins of Life Postdoctoral 
Fellows

Elizabeth Bell
Clara Blättler
Claudia El Nachef
Alexandria Johnson
Ziwei Liu
Sarah Rugheimer MacGregor
Raghav Poudyal
Teresa Ruiz Herrero
James Saenz
Vlada Stamenkovic
Stephanie Valleau
Falk Wachowius
Rui Wang
Li Zeng
Dmitry Zubarev

Simons Fellows of the Life 
Sciences Research Foundation

Aakash Basu
Scott Behie
Thomas Boothby
Rogier Braakman
Tin Chi Solomon Chak 
Romain Darnajoux 
Sarah Davies 
Robert Jinkerson
Ricardo Laranjeiro
Michele LeRoux 
Hoong Chuin Lim
Dipti Nayak
Lena Pernas
Constance Richter
Benjamin Ross
Caroline Runyan
Longfei Shu
Ophelia Venturelli
Josep Vilarrasa-Blasi
Joshua Weinstein
Christopher Whidden
Rayka Yokoo

Simons Fellows of the  
Jane Coffin Childs Memorial  
Fund for Medical Research

Brittany Belin
David Booth
Joseph Castellano
Yunji Davenport
Tina Han
Duncan Leitch
Patrick Mitchell
Joshua Modell

Simons Fellows of the  
Helen Hay Whitney Foundation

Eleanore J. Clowney
Lihui Feng
Tania J. Lupoli
Tomas Pluskal
Arthur Prindle
Jeremy M. Rock
Olena Zhulyn

LIFE SCIENCES FELLOWS

Center for Computational 
Astrophysics

Justin Alsing 
Lauren Anderson 
Jo Bovy 
Greg Bryan 
Stephen Feeney 
Shy Genel 
Melanie Habouzit 
Chris Hayward 
David Hogg 
Chia-Yu Hu 
Sigurd Naess 
Jerry Ostriker 
Rachel Somerville 
David Spergel 
Tjitske Starkenburg 
Francisco Villaescusa-Navarro 
Elijah Visbal 
Amanda Weltman

Center for Computational Biology

Tarmo Äijö
Alex Barnett
Meet Barot
Richard Bonneau
Xi Chen
Dmitri “Mitya” Chklovskii
Salim Chowdhury
Nick DeVeaux
Charles Epstein
Sebastian Fürthauer
Mariano Gabitto
Andrea Gioivannucci
Vladimir Gligorejivic
Kiley Graim
Leslie Greengard
John Hayward
Shidong Jiang 
Eva Kanso
Julia Koehler
Jeremy Magland
Cara Magnabosco
Christian L. Müller
Esshan Nazockdast
Daniel Needleman
Naomi Oppenheimer
Cengiz Pehlevan
Eftychios Pnevmatikakis
Aaditya Rangan
P. Douglas Renfrew
David Saintillan
Rachel Sealfon
Anirvan Sengupta 
Sebastian Seung
Michael Shelley
Amit Singer
Marina Spivak
David Stein
Mariano Tepper
Olga Troyanskaya
Benjamin VanderSluis
Shravan Veerapaneni
Aaron Wong
Witold Wysota
Wen Yan
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Junior Fellows

Ruth Angus
Gilad Asharov
Tobias Bartsch
Sonja Billerbeck
Michal Breker
Timothy Burbridge
Jennifer Bussell
James Dama
Jairo Diaz Amaya
Logan Grosenick
Benjamin Harrop-Griffiths
Keith Hawkins
J. Colin Hill
Kohei Inayoshi
Ailsa Keating
Dion Khodagholy
Chervin Laporte
Boris Leistedt
Rafael Maia
Aditi Sheshadri
Mijo Simunovic
James Stafford
Yi Sun
Li-Cheng Tsai
Omri Weinstein
Zheng Wu

Senior Fellows

Boris Altshuler
Moses Chao
Gerald D. Fischbach
David Heeger
David Hirsh
Ruth Lehmann
Carol Mason
John Morgan
J. Anthony Movshon
Andrei Okounkov
Margaret Wright
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100kin10
Adventure Scientists 
BioBus & BioBase
Bridge to Enter Advanced Mathematics 
California Council on Science and Technology
DonorsChoose.org
Foldscope Instruments
Genspace
Guerilla Science
HYPOTHEkids
Iridescent
Math for America
Mathematical Association of America
Mathematical Sciences Research Institute 
National Academies of Sciences, Engineering, and Medicine
Nautilus 
New York Hall of Science
New York Harbor Foundation, Billion Oyster Project
New York University, Arthur L. Carter Journalism Institute
Numberphile
Partnership for Public Service
Pioneer Works 
Science Festival Alliance: Just Add Science
SK Films: Amazon Adventure
Steeplechase Films: Oliver Sacks: The Life of the Mind
STEM Learning Ecosystems Initiative 
STEM Summit Junior Achievement
STEMteachersNYC
Strategic Education Research Partnership Institute
The Conversation US, Inc.
The Story Collider
Two Turtle Productions, Experiments in Science Storytelling
University of California, San Francisco, Science & Health Education Partnership
WGBH, NOVA
White House Frontiers Conference 
White House South by South Lawn Festival 
Wiki Education Foundation, Wikipedia Year of Science
WNYC, Only Human
Woodrow Wilson Academy of Teaching and Learning

EDUCATION & OUTREACH SUPPORT
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American Academy of Arts and Sciences
Cold Spring Harbor Laboratory
Columbia University 
Institut des Hautes Études Scientifiques
Institute for Advanced Study
Massachusetts Institute of Technology
Mathematical Sciences Research Institute
National Academy of Sciences
National Museum of Mathematics
New York Genome Center
Physical Science Innovations
Rockefeller University
Science Festival Foundation 
Science Philanthropy Alliance
Stony Brook Foundation, Inc.
University of California, Berkeley

SUPPORTED INSTITUTIONS

SFARI Scientific Advisory Board  
 

Cori Bargmann
Rockefeller University

Tobias Bonhoeffer
Max Planck Institute of Neurobiology

David A. Lewis
University of Pittsburgh

Richard P. Lifton
Rockefeller University

Eric Nestler
Icahn School of Medicine at Mount Sinai

Martin Raff
University College London

Arnon Rosenthal
Alector LLC

Elizabeth Spelke
Harvard University

Huntington F. Willard
Marine Biological Laboratory

Mathematics & Physical Sciences 
Scientific Advisory Board

Alfred Aho
Columbia University

Charles Epstein
University of Pennsylvania

Nicholas M. Katz
Princeton University

Igor Klebanov
Princeton University

Dusa McDuff
Barnard College

Ramesh Narayan
Harvard University

Karin Rabe
Rutgers University  

Michael Sipser
Massachusetts Institute of Technology

Srinivasa Varadhan
Courant Institute of Mathematical Sciences

Margaret H. Wright
Courant Institute of Mathematical Sciences

ADVISORY BOARDS



Quanta Advisory Board

Laura Chang
The New York Times

Benedict H. Gross
Harvard University

Hopi E. Hoekstra
Harvard University

Vincent Racaniello
Columbia University

Howard Schneider
Stony Brook University School 
of Journalism

Steven Strogatz
Cornell University

Michael Turner
Kavli Institute for Cosmological 
Physics, University of Chicago

Leslie B. Vosshall
Rockefeller University

ADVISORY BOARDS

Spectrum Advisory Board  
  
Michael E. Goldberg
Columbia University

Laura Helmuth
Washington Post

Robin Marantz Henig
The New York Times Magazine

Ivan Oransky
MedPage Today

Aviv Regev
Massachusetts Institute of 
Technology

Joshua Sanes
Harvard University

David Sassoon
InsideClimate News

Will Talbot
Stanford University

Science Sandbox Advisory Board 

Bruce Alberts
University of California,  
San Francisco

Alan Alda
Alan Alda Center for 
Communicating Science,  
Stony Brook University

Majora Carter
MCG Consulting
StartUp Box

Kishore Hari
Science & Health Education 
Partnership, University of California, 
San Francisco

Werner Herzog

Miranda July

Robert Lue
Harvard University

Vikki Spruill
Council on Foundations
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Ahmad Abbad
John Acampado
Andrea Ace
Stephanie Adika
Maria Adler                         
Leyla Ahari
Tarmo Äijö
Justin Alsing
Alpha Amatya
Lauren Anderson
Caleb Arnold
Kathryn Augenblick                    
Meet Barot
Agnes Barszcz
Marta Benedetti                     
Lawrence Bianco                        
Aaron Biscombe                      
Jill Blackford
Alexandra Bolter
Richard Bonneau
Greg Boustead                      
Michelle Bradshaw
Elizabeth Brooks                        
Jennylyn Brown
Greg Bryan
Martin Butler
Claire Cameron
Matteo Cantiello
Jacob Cappell
Marian Carlson
Nicholas Carriero
Lindsey Cartner
Mani Cavalieri
Nadine Celestin
Ahmad Chatha
Xi Chen
Wubin Chin
Dmitri “Mitya” Chklovskii
Andrew Choi
Salim Chowdhury
Wendy Chung
Justin Creveling
Amy Daniels
Nicholas De Veaux
Donna Dejesus-Ortiz
Shaun Dubreuil

Meghan Fazzi
Stephen Feeney
Pamela Feliciano
Gerald D. Fischbach                     
Ian Fisk
Chris Fleisch                       
Nina Fleiss
Neil Flood                         
Patrick Flood                         
Steven Ford
Calissia Franklyn
Tammi Fumberi
Sebastian Fürthauer
Mariano Gabitto
Annaliese Gaeta
Jennifer Garcia
Alexandra Geldmacher
Shy Genel
Andrea Giovannucci
Katherine Goodwin
Kiley Graim
Anastasia Greenebaum                    
Leslie Greengard
Marion Greenup                       
Ann Griswold
Luke Grosvenor
Brigitta Gundersen
Melanie Habouzit
Fang Han                           
Carolyn Hare
Dominique Harrison
Kevin Hartnett
Chris Hayward
John Hayward
Deborah Hertz
James Hohman
Jessica Holthouser
Rebecca Horne
Kenta Hotokezaka
Chia-Yu Hu
John Jagard
Marian Jakubiak
William Jensen
Chan Johnson
Lydia Jung                          
Rachel Jurd

Timothy Kane                          
Jeanette Kazmierczak
Marlow Kee
Matthew Kent
Deborah Kenyon
Patricia Kim                           
Emily Klein
Julie Koehler
Boyana Konforti
Michael Kranz
Abe Lackman
Alex Lash                          
Noah Lawson
Kevin Layman
Seran Lee-Johnson
Monika Lenard
MaryKate Levi                   
David Leyden
Thomas Lin                           
Alice Luo Clayton                   
Jeremy Magland
Cara Magnabosco
Jennifer Maimone-Medwick
Malcolm Mallardi
Apoorva Mandavilli                    
Julie Manoharan 
Richard Marini
Michelle Matias
Richard McFarland                     
Andy Millis
Emily Miraldi 
Katherine Moisse
Michael Moyer
Elizabeth Mrozinska                     
Christian L. Müller
Megan Muneeb
Vincent Myers
Sigurd Naess
Layla Naficy
Ehssan Nazockdast
David Nelson
Camille Norrell
Debra Olchick
Naomi Oppenheimer
Joanna Pacholarz
Alan Packer                        
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Mary Paliouras 
Andras Pataki
Danielle Patch
Balmes Pavlov
Cengiz Pehlevan
Olivia Pinney
Eftychios Pnevmatikakis
Christina Pullano
Allison Rains
Cindy Rampersad-Phillips
Lucy Reading-Ikkanda
Louis Reichardt
P. Douglas Renfrew
Christopher Rigby
Samantha Riviello
Beverly Robertson
Mariah Roda
Jowy Romano
Anthony Roux
Elizabeth Roy                           
Andrei Salomatov
Nick Sanghvi
Diane Sarria
Kathleen Savarese
Alyssa Picchini Schaffer
Tara Schoenfeld
Kimberly Scobie
Rachel Sealfon
Alexandra Shaheen                       
Michael Shelley
Jesse Sherwood
Olena Shmahalo
Chaim Singer                        
Emily Singer                        
Kori Smith                 
Lee Anne Green Snyder
Julia Sommer                        
David Spergel
John Spiro                         
Marina Spivak
Tjitske Starkenburg
David Stein
Alexandra Stephens
James Stewart
Colleen Stock

James H. Simons, Ph.D.
Chair, Simons Foundation

David Eisenbud, Ph.D.
Director, Mathematical Sciences Research Institute

Gerald D. Fischbach, M.D.
Distinguished Scientist and Fellow, Simons Foundation

Margaret A. Hamburg, M.D.
Foreign Secretary, National Academy of Medicine
President-elect, American Association for the Advancement of Science

Mark Silber, J.D., M.B.A.
Executive Vice President and Chief Financial Officer, Renaissance Technologies

Marilyn Hawrys Simons, Ph.D.
President, Simons Foundation

Benjamin Stokar
Adrienne Tauro-Greenberg
Mariano Tepper
Allegra Thomas
Jennifer Tjernagel                     
John Tracey
Nikolaos Trikoupis
Olga Troyanskaya
Yuri Tschinkel                     
Dawn Tucker
Hope Vanderberg
Benjamin VanderSluis
Kathryn VanderWoude
Jan Varghese
Francisco Villaescusa Navarro
Elijah Visbal
Natalia Volfovsky
Karen Walton-Bowen
Paul Wang
Aaron Watters
Patricia Weisenfeld                    
James Whalley
Casey White Lehman                        
Ingrid Wickelgren
Ursula Wing
Natalie Wolchover                     
Aaron Wong
Annie Wong
Paul Wong
Jessica Wright                        
Philip Yam
Wen Yan
Ashley Yeager 
Shirley Ying
Hana Zaydens
Nicholette Zeliadt
Steve Zukin
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